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Editorial

Unsurprisingly, Digital Data Deception (DDD)
has emerged as being very prominent in the conflict
between Russia and Ukraine. Synthesised videos in-
volving both parties were released on social media, as
reported by the BBC. However, the videos were not
technically sophisticated and therefore were easily
spotted as deceptive by many. While the Russia and
Ukraine related videos are not sophisticated, empir-
ical research by Nightingale and Farid [127] indi-
cated that modern machine learning techniques such
as generative adversarial networks (GANs) are now
mature enough to create synthesised faces that are
indistinguishable from, and even regarded by aver-
age consumers of online content as more trustworthy
than real ones. Another example is the availability of
off-the-shelf software tools that can allow a layper-
son to easily swap faces in real-time, e.g., in video
streaming and video calls, which adds more complex-
ity and difficulties in distinguishing synthetic con-
tent from real content. Such capabilities in a cyber
war context make it more challenging to unpick the
provenance of false information campaigns and to
enforce accountability, as discussed by Elliott [52].

This final issue of the DDD Technology Watch
Newsletter series focuses on four distinct, but of-
ten interconnected, themes that have been identified
during our work for the previous issues but were not
covered or covered only very sparsely. These themes
are: (1) Moving Target Defence as a Deception Strat-
egy (Section 1), (2) Deception in Crime-as-a-Service
(Section 2), (3) Deception in Cyber-Physical Systems
(Section 3), and (4) Deception with Inaudible Voice
Commands (Section 4). To keep the final issue more
open for inspiring future work, we decided to not
follow a rigid methodology for selecting papers for
this issue. Instead, the editorial team met to agree
on the selected themes, the structure of each theme,
and general principles on how papers should be iden-
tified. Then, each section was assigned to one main

editor who led the identification of English research
papers and worked with the Chinese team mem-
bers to identify relevant Chinese papers. Rather than
using editorial comment boxes related to different
papers, each theme is concluded with a “Research
Challenges & Directions” section where we provide
more structured and high-level comments beyond a
single research paper.

This final issue of the newsletter series follows
the six most recent issues that extensively cover sev-
eral important topics of DDD, i.e., GAN based de-
ceptive methods (NL-2022-1 and NL-2022-2), tex-
tual DDD – especially those based on modern Nat-
ural Language Generation (NLG) techniques (NL-
2022-3, NL-2022-4 and NL-2022-5), and also three
other more isolated topics – Fake Data Injection,
Fake News, Fake Reviews and Fake Accounts, and
Deceptive Network Topology (NL-2022-6).

Following the coverage on defensive deception
based on false network topology in the previous is-
sue, we explored this further in this issue. Particu-
larly, defensive deception is at the core of the Moving
Target Defence strategy and honeypots, which are
covered in two sections of this issue. One promising
research direction of defensive deception is the use of
cognitive tricks to discourage or slow down progress
of cyber attackers [58]. For example, Gutzwiller et al.
[67] discussed human attention allocation to over-
load attackers, while Olivola [132] proposed to use
the sunk-cost fallacy to induce changes in choices of
cyber attackers.

We hope you enjoy reading this final issue of the
newsletter series. Feedback is always welcome and
should be directed to ddd-newsletter@kent.ac.uk.
Since the newsletter series will come to an end, we
are particularly interested in any ideas for future re-
search problems and collaborations. Please do get in
touch if you are interested in discussing DDD with
us for possible collaborations.
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List of Acronyms

• AE: Adversarial Example

• AI: Artificial Intelligence

• AM: Amplitude-Modulated

• APK: Android Package

• ATM: Automated Teller Machine

• BPH: Bullet-Proof Hosting

• BS: Bayesian Stackelberg

• CaaS: Crime-as-a-Service

• CAPTCHA: Completely Automated Public
Turing test to tell Computers and Humans
Apart

• CNN: Convolutional Neural Network

• CPC: Controller Placement Camouflage

• CPS: Cyber-Physical System

• CT: Control Theory

• DDoS: Distributed Denial of Service

• DL: Deep Learning

• DNN: Deep Neural Network

• DNS: Domain Name System

• DoS: Denial of Service

• FMCW: Frequency Modulated Continuous-
Wave

• FR: Facial Recognition

• GA: Genetic Algorithm

• GAN: Generative Adversarial Network

• GPS: Global Positioning System

• GT: Game Theory

• HTML: HyperText Markup Language

• IIMG: Incomplete Information Markov Game

• IP: Internet Protocol

• IPv6: Internet Protocol version 6

• IPv4: Internet Protocol version 4

• IoT: Internet of Things

• MG: Markov Game

• ML: Machine Learning

• MTD: Moving Target Defence

• NLG: Natural Language Generation

• NTP: Network Time Protocol

• OS: Operating System

• PVA: Phone Verified Account

• RL: Reinforcement Learning

• SCADA: Supervisory Control and Data Acqui-
sition

• SDN: Software-Defined Networking

• SDR: Shuffling, Diversity, and Redundancy

• SEP: Search Engine Optimisation

• SMS: Short Message Service

• SSDP: Simple Service Discovery Protocol

• SVM: Support Vector Machine

• UAV: Unmanned Aerial Vehicle

• UPnP: Universal Plug and Play

• VCS: Voice Controllable System

• VM: Virtual Machine

• XAI: eXplainable Artificial Intelligence
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1. Moving Target Defence as a Deception Strategy

1.1. Introduction

Moving Target Defence (MTD) is an adaptive,
proactive, and dynamic defence mechanism to pre-
vent attacks by constantly shifting the underlying
system configurations. By increasing the uncertainty
and complexity for any attacker, the objective is to
lower the chances for the attacker to identify system
vulnerabilities and increase the cost in launching at-
tacks [7, 32, 156]. Researchers have been investigat-
ing the differences between MTD and deception. The
major difference identified is that deception tech-
niques are normally more aggressive, meaning that
false information is intentionally presented to mis-
lead attackers [32]. However, considering the com-
mon objective for both approaches is the same, we
consider MTD as one type of deception strategy.

The remainder of this section is structured as
follow: Section 1.2 introduces related work on the
three design principles for MTD, i.e., (1) What to
move, (2)How to move and (3)When to move, and
MTD techniques developed based on these princi-
ples; Section 1.3 reviews some modelling theories
that have been applied to the design MTD; Sec-
tion 1.4 presents work that describes how MTD tech-
niques have been applied in different domains; Fi-
nally, Section 1.5 discusses the challenges and direc-
tions for future work.

1.2. MTD design principles

In resource-constrained environments (e.g., In-
ternet of Things (IoT) and wireless networks), the
deployment of adaptive and intelligent MTD is es-
sential to extend system lifetime and increase sys-

tem reliability by adequately allocating defence re-
sources [32]. Many MTD are following the funda-
mental design principles proposed by Cai et al. [21].

What to move refers to the system configura-
tion parameters that can be dynamically modified
to mislead attackers. These parameters can be, e.g.,
Internet Protocol (IP) addresses [13, 162, 187], in-
struction sets (e.g., machine instructions of a sys-
tem, can be hardware or software) [96, 141, 142],
and Operating Systems (OS) [103, 174]. The modifi-
cation of the system parameters will lead to a change
on the attack surface, resulting in an increased un-
certainty and complexity to the attackers. Sengupta
et al. [156] elaborated on this from the perspective
of an attacker. At an abstract level, “what to move”
represents four surfaces that can be exploited: 1) at-
tack surface; 2) exploration surface; 3) detection sur-
face; and 4) prevention surface – as shown in Fig-
ure 1.

How to move refers to how to change those
moving parameters to further increase uncertainty
and unpredictability [69]. There are three main tech-
niques for that: Shuffling, Diversity, and Redun-
dancy – collectively referred to as SDR [32, 60, 76,
168].

• The Shuffling technique randomises or re-
arranges system configurations (e.g., IP ad-
dresses mutation, and dynamic migration time
adjustment for Virtual Machines (VM)). Even-
tually, shuffling-based MTD could delay or
prevent attackers from accessing a target sys-
tem [24, 83].

• The Diversity technique deploys system com-

Figure 1: Representation of “what to move” in the form of four surfaces that an attacker can exploit; the
detection surface and the prevention surface are represented together (Figure 3 in [156]).
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Figure 2: An illustration of three main MTD techniques: Shuffling, Diversity, and Redundancy (SDR)
(Figure 1 in [32]).

ponents that perform the same functions but
with different implementations to enhance sys-
tem resilience in the presence of attackers. Ex-
amples include network topology diversity [29],
software stack diversity [80], and code diver-
sity [20].

• Redundancy technique relies on multiple repli-
cas of system/network components with the
same functions (e.g., software components re-
dundancy [186], routing path redundancy [4],
VM redundancy [89]) to increase system de-
pendability and enhance the system resilience,
mainly concerned with denial of service types
of attack [76].

Figure 2 illustrates the SDR techniques. They
are also often combined to provide hybrid MTDs [5–
7, 147, 168], which can enhance security while de-
creasing defence cost or service interruptions. How-
ever, the potential drawback of using hybrid ap-
proaches is to introduce a larger attack surface com-
pared to a single MTD technique [32].

When to move refers to the optimal time to
change the MTD system’s state to invalidate or
discard information/progress made by an attacker.
Three main approaches have been used to decide
“when to move”.

• The time-based approach [32] periodically
changes the attack surface such as port/IP ad-
dresses swap [24, 49, 60], OS rotation [103,
174], VM migration ( [49, 175]) [24, 33, 155]
on a schedule with either fixed or random in-

tervals. Cho et al. [32] also referred to this ap-
proach as proactive adaption. It is noticeable
that a too-long time interval could allow at-
tackers to have enough time to prepare for an
attack, whereas a too-short time interval could
wastefully trigger MTD even when there is no
attack [32]. Thereby, it is important to deter-
mine the correct time interval to design use-
ful and efficient MTD [24, 32, 156]. Thomp-
son et al. [174] evaluated the performance of
OS rotation using various time interval ranging
from 60-300 seconds, and demonstrated that
the time interval of 60 seconds was able to
thwart network mapping attacks. In addition,
research also has been conducted to derive the
time interval in an adaptive way using histor-
ical data [43, 133].

• The event-based approach [32], also referred
to as “on-event switching” [156], executes an
MTD operation when a certain event occurs.
Due to its property, this approach is also
known as reactive adaptation [32]. The key
strategy of this approach is to predict potential
attacks from incurred events and subsequently
trigger appropriate MTD operations. Adap-
tive MTD implementations have been pro-
posed based on different modelling techniques
such as Machine Learning (ML) [37], Game
Theory [106, 207], Genetic Algorithms [41, 92],
and Control Theory [32, 151], reviewed in the
next section.

• The hybrid approach combines both proactive
and reactive approaches to perform MTD op-
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Figure 3: SDN-based MTD [162] according to a U.S. Army illustration [11].

erations in an adaptive way [35, 97, 142, 171,
196, 208, 209].

1.3. Modelling MTD

The design and development of MTD techniques
have been facilitated by the adoption of different
modelling theories such as Game Theory, Genetic
Algorithm, ML, and Control Theory. The goal is to
help generate the best possible MTD strategies espe-
cially for the design principles “when to move” and
“how to move”. A few examples have been given in
the previous section. The remainder of this section
reviews existing works that utilise the advantages
of these theories to design adaptive and advanced
MTD.

1.3.1. Game Theory

The fundamental idea behind MTD is to add an-
other layer of defence via manipulation of the at-
tack surface to enhance system security which, at
the same time, could result in extra cost (e.g., sys-
tem reconfiguration cost and service unavailability)
to the users [32]. In the context of gain and loss,
Game Theory (GT) is very relevant to model and
design MTD as a game between an attacker and a
defender. From the defender’s perspective, the aim
is to identify optimal system configurations in order
to effectively and adaptively shift the attack surface.
Whereas, the main aim from the attacker’s perspec-
tive is to launch attacks with minimum effort/time
and maximum effect.

One GT-based approach to developing MTD
techniques is to use a general game framework, where

the assumption is that both the attacker and de-
fender are rational and the common goal is to max-
imise their utility/payoff respectively. Therefore, the
best strategy can be selected based on the estimated
gain and loss. For example, Zhu and Başar [207]
modelled a game between an attacker and a de-
fender aiming to minimise the risk and maintain ser-
vice availability by continuously changing the defen-
sive strategies based on information learned dynam-
ically. Carter et al. [25] used GT to derive an opti-
mal migration strategy by analysing temporal plat-
form migration patterns. Neti et al. [126] adopted an
anti-coordination game to investigate the scalability
of risks for an MTD strategy based on Software-
Defined Networks (SDNs). GT is used in a sce-
nario where, if one node in a network is compro-
mised, the remaining nodes can decide whether or
not to switch to an alternative software/platform.
Figure 3 shows another SDN-based MTD [162]. Lak-
shminarayana et al. [101] proposed an MTD ap-
proach to detect coordinated cyber-physical attacks
against power grids, where a zero-sum game is used
to identify the best subset of links to disturb and
protect against a strategic attacker.

There are other approaches to utilise a Bayesian
Stackelberg (BS) game to design MTD techniques.
In such a game, there are two players: a leader
and a follower. The leader takes an action, and the
follower’s goal is to optimise the payoff of its ac-
tion based on the investigation of the impact of the
leader’s action. Feng et al. [57] studied the strate-
gies of information disclosure by defenders to im-
prove the performance of MTD techniques based on
the BS game. Research has also been conducted to
use BS games for deriving effective switch mecha-
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Figure 4: An illustration of Markov games (MG)-MTD and incomplete information Markov games (IIMG)-
MTD (Figure 4 in [108]).

nisms for web applications, aiming to maximise se-
curity while minimising operational costs from the
defender’s perspective [157, 179].

In addition, a number of MTD techniques have
been developed based on stochastic games [161],
which reflect the complex and dynamic relation-
ship between multi-players at different stages based
on probabilistic transitions. A two-player stochastic
game model was proposed by Manadhata [117] to
derive the optimal MTD strategy based on attack
surface diversification. A zero-sum stochastic game
model [115] was used to design an SDN CPC (Con-
troller Placement Camouflage) to guide MTD solu-
tions. As the stochastic game extends the Markov
decision process, it is also called Markov game [18].
A number of approaches based on Markov games
were proposed to address the issue of optimal strat-
egy generation/selection for MTD research, such as
incomplete information Markov game (IIMG) [108],
Markov robust game model [170], Markov time game
model [172], and multi-stage Markov signalling game
model [91] (see Figure 4 for an illustration of some
of such games).

1.3.2. Genetic Algorithms

Genetic algorithms (GAs) are meta-heuristic
algorithms for solving optimisation and search
problems inspired by biological operators such as

crossover, mutation, and selection. They have been
proven useful to find the best or near-optimal MTD
solutions [32]. Crouse and Fulp [40] modelled a
computer configuration as a chromosome, and used
GA to identify a secure computer configuration
with high diversity in time and space. Their later
works [41, 92] also considered the ageing aspect and
mutation of computer configuration to improve the
GA-based MTD. A series of other evolutionary al-
gorithmic operations, such as reproduction, muta-
tion and recombination, have been adopted to de-
sign MTD techniques to identify secure alternative
computer configurations over time [40, 113]. Simi-
larly, Collado et al. [39] adopted GA to generate dif-
ferent low-vulnerability configurations for industry-
level servers, and Ge et al. [61] used GA to address
the “how to move” design principle of MTD and find
the best strategy for network topology shuffling on a
decoy-populated IoT network. Despite the fact that
GA-based MTD has proven to be useful, it is not
a trivial task to design MTD solutions to accom-
modate multiple conflicting goals using GAs. In ad-
dition, GA-based MTD approaches are not popular
for resource-constrained environments due to their
complexity [32].

1.3.3. Machine Learning

Due to the ability to better capture evolving at-
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tack patterns, ML-based MTD techniques have been
used in a number of scenarios. One of the challenges
of MTD is to find an optimal strategy when fac-
ing a resourceful and determined adversary [51]. Col-
baugh and Glass [37] proposed an ML-based predic-
tive MTD technique to mitigate the attacker’s abil-
ity to learn about the defensive mechanism by lever-
aging a reverse-engineering method. Similarly, Col-
baugh and Glass [38] proposed an ML-based method
using the co-evolutionary relationship between an
attacker and a defender to find an optimal defen-
sive MTD strategy against intelligent and adaptive
adversaries. Zhu et al. [206] proposed two iterative
Reinforcement Learning (RL) algorithms to identify
the optimal defence strategy when there is limited
information about the attacker. In addition, multi-
agent RL algorithms were also used to derive optimal
MTD defence strategies for network and web appli-
cations [34, 51, 171].

Deep Learning (DL) has attracted a lot of sig-
nificant interest from both research and industry
communities, especially for computer vision tasks.
Different from the normal countermeasures, such as
adversarial training, adding an input transformation
layer, and gradient masking [167], researchers have
been exploring the use of MTD to mitigate adver-
sarial attacks [181] to DL models. For instance, DL
models are shown to be vulnerable to adversarial at-
tacks such as small but crafted perturbations, which
can be added to the clean examples to make the
victim DL model produce incorrect classification re-
sults [148].

Sengupta et al. [154] developed an MTD frame-
work, called MTDeep, for Deep Neural Networks
(DNNs) against adversarial attacks. The authors
showed that MTDeep can maintain high classifica-
tion accuracy on legitimate datasets while reduc-
ing mis-classification on perturbed images for both
MNIST [45] and ImageNet [44] datasets. Song et al.
[167] proposed DeepMTD to detect and thwart ad-
versarial examples by presenting multiple new deep
models after system deployment. Qiu et al. [144] pro-
posed a multi-training based MTD to defend against
Trojan attacks on DL models deployed on smart de-
vices. Izmailov et al. [87] proposed an MTD strategy
with combinatorial boosting of the number of diver-
sified classifiers, which showed promising results for
both network intrusion detection and color image
classification. He (何康) et al. [72] proposed an MTD
technique to improve ML model security to resist

evasion attack to detection algorithm by introduc-
ing dynamic transformations in terms of algorithm
model, feature selection and result output.

A main concern for using ML-based approaches
applied to MTD is the need for a large amount of
training data to ensure accuracy. In addition, it is
essential to ensure that the environment where MTD
is to be deployed has sufficient computing power as
some resource-constrained setups cannot afford ML-
based MTD [32].

1.3.4. Control Theory

Control Theory (CT) is a branch of applied
mathematics that focuses on dynamic systems, in
which a controller with a transfer function is adopted
to control process variables (i.e., inputs and outputs
of the system) to ensure that the system is operating
correctly. Considering MTD’s complex and dynamic
features, CT has been adopted to model and anal-
yse MTD systems [32, 107, 195]. Rowe et al. [151]
proposed a diversity transformation MTD technique
based on CT, where a range of cyber manoeuvre
techniques are provided so that the system can select
the most appropriate ones to ensure sufficient shifts
of attack surface when an attack is detected. Zheng
and Siami Namin [203] developed a CT-based ap-
proach to identify optimal security policies for MTD
deployment. Meira-Góes and Lafortune [120] pro-
posed an MTD technique based on switched super-
visory CT to mitigate sensor deception attacks.

1.4. MTD applications

Due to their proactive and adaptive defence
mechanism, MTD techniques have been deployed
to a number of application domains. This section
presents related work on the deployment of MTD to
different application domains in terms of the tech-
niques and attacks that can be mitigated.

1.4.1. MTD Applied to IoT

The development and advancement of IoT tech-
nologies have contributed to a plethora of innovative
applications in various domains. However, conven-
tional mechanisms to ensure security and privacy
have shown limitations when applied to IoT envi-
ronments [32, 125, 149] due to resource constraints
and scalability issues. Therefore, researchers turned
to MTD to identify alternative and better solutions.
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Figure 5: A network diagram of the experimental setup for IP hopping based MTD for power grid SCADA
systems (Figure 1 in [178]).

Many MTD solutions for IoT environments were
developed based on the shuffling and/or diversity
techniques mentioned in Section 1.2; for instance,
mutation-based shuffling of cryptosystems [62] and
of firmware version for the reconfiguration of de-
vices in an IoT environment [26], network topology
shuffling [60], and code partitioning & diversifica-
tion on IoT devices [152]. MTD techniques based
on IP randomisation [164] and rotation of Inter-
net Protocol Version 6 (IPv6) [197, 198] have been
shown to be useful to secure IoT from adversary at-
tacks. Study [93] assessed the applicability of IPv4
and IPv6 shuffling based MTD for low-power de-
vices in an IoT environment; results indicated that
it is a feasible option to protect Internet-connected
embedded systems from attacks. The main attack
types considered in the IoT-based MTD techniques
include reconnaissance (also known as scanning) at-
tacks [115, 164, 197, 198] and data exfiltration at-
tacks [60].

The deployment of MTD in an IoT environment
can stop an attacker at the early stage of the cy-
ber kill chain, which can make it more difficult for
attackers to further exploit vulnerabilities and map
the devices to launch an attack. However, the net-
work and resources constraints on IoT devices could
affect the usefulness and effectiveness of MTD [32].

1.4.2. MTD Applied to Cyber-Physical
Systems

Cyber-Physical Systems (CPS) is “a promising

new class of systems that deeply embed cyber capa-
bilities in the physical world, either on humans, in-
frastructure or platforms, to transform interactions
with the physical world” [140]. Typical CPS exam-
ples can be found in various domains including smart
grid, smart home, vehicular systems, and industry
control systems [98]. A range of MTD solutions have
been proposed to protect CPS in different domains.
In the context of Supervisory Control and Data Ac-
quisition (SCADA) systems, examples include: dy-
namically generated containment systems [31] for
threat evasion by generating an individual Docker
container for each threat detected, and time-based
shuffling (IP addresses) for securing SCADA com-
munications in general [75].

Further work has been done to develop MTD for
power grids such as work based on IP address mu-
tation/hopping [134, 178] (see Figure 5). Rahman
et al. [146] developed an MTD based on applying
controlled randomisation on the power grid system
properties that are used in state estimation and the
grid topology. Lakshminarayana and Yau [102] pro-
posed an MTD technique for power grid systems that
can defend attacks against state estimation using re-
actant perturbations. Mahmood and Shila [115] de-
veloped an MTD technique based on a new concept
of CPC to dynamically change the attack surface of
SDN controller placements for smart grids.

Furthermore, research has been conducted to
develop MTD techniques that are not for a spe-
cific type of CPS, but can be applied to different
types of CPS, such as the mixed time and event-
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triggered architecture based MTD [142], switching-
based MTD strategy [112], and deep RL-based MTD
(DQ-MOTAG) [27].

Due to the scale and scope of CPS, the associ-
ated MTD techniques need to deal with a signifi-
cant number of attacks such as code injection at-
tacks, eavesdropping and traffic analysis attacks, IP
scanning attacks, brute-force login, malicious binary
upload, Distributed Denial of Services (DDoS), IP
spoofing, relay attacks and false-data-injection at-
tacks [27, 31, 109, 112, 134, 143, 178].

1.4.3. MTD Applied to Other Domains

MTD has also been used in Cloud Comput-
ing, where different techniques are utilised such as
web application stack shuffling [157], VM migra-
tion [42, 137, 176] and VM snapshotting [137, 176].
Another popular destination of deploying MTD is
SDN, which is an emerging technology to decouple
the network control plane from the data-forwarding
to a networked system. Some common MTD tech-
niques, such as IP shuffling/mutation [78, 114, 162]
and network topology shuffling [1, 83], have been
used in SDN environments.

1.5. Research Challenges & Directions

Based on state of the art of MTD research,
the following items summarise future MTD research
challenges and directions.

• Recent surveys [32, 156] provided different
classifications of MTD. However, they tend not
to map the whole MTD space. Therefore, one
of the future challenges is to develop an MTD
classification/taxonomy that can capture the
multi-dimensions of MTD in a more compre-
hensive way, consolidating our understanding
of the subject.

• Although some research specifically focused
on adaptive MTD, the techniques and im-
plementation are still immature [32]. Design-
ing better adaptive MTD techniques will re-
quire a multidisciplinary approach involving

Psychology, Cyber Security, ML, and Human-
Computer Interaction to learn about system
vulnerabilities, system security conditions, and
behavioural patterns of both attackers and de-
fenders.

• Most studies on MTD techniques focused on
a single aspect of the MTD and related secu-
rity requirements. One research challenge, and
an opportunity, is to look at ‘the integration
and use of full-stack, full-spatiotemporal action
space (e.g., VM live migration, OS diversifica-
tion, hybrid diversity, shuffle, and redundancy
actions) in virtualised infrastructure (multiple
layers of the software stack) for inherent en-
tropy maximization goal of MTD’ [168].

• Research on designing MTD for 5G/6G net-
works is still scarcely explored. Therefore, an-
other future direction is to design MTD tech-
niques that target 5G/6G. For instance, one
topic could be the design and implementation
of distributed MTD solutions as 5G/6G net-
work traffic could be processed locally and on
the fly at different points [15, 168].

• Current research on MTD do not offer highly
lightweight and distributed solutions, which
are essential requirements in resource-limited
environments, such as military tactical envi-
ronments and IoT environments [32]. It could
be achievable by decreasing the MTD over-
head, executing necessary and useful opera-
tions (e.g., shuffling and mutations) adaptively
according to the system status such as network
state, real-time risk and threat analysis.

• Artificial Intelligence (AI), ML and DL based
techniques have been heavily adopted to design
advanced MTD methods. The classic problems
related to AI/ML/DL, such as AI ethics, eX-
plainable AI (XAI) and their impacts, should
also be addressed when designing MTD tech-
niques – this has been largely overlooked so
far.
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2. Deception in Crime-as-a-Service

2.1. Introduction

As consumers, we always want to get a great
service experience, e.g., enjoying a nice dinner at
a restaurant. This experience can now be applied
to cyber crime. Crime-as-a-Service (CaaS) refers to
the sale and provision of tools or information by
experienced cyber criminals to others as a service
for profit. As the market of CaaS is rapidly grow-
ing with a variety of types on offer, law enforce-
ment agencies around the world, such as Europol,
have started prioritising action against CaaS be-
tween 2022-2025 [53]. This section discusses selected
types of CaaS which provide intrinsically deceptive
services.

This section is organised in three subsections
according to the classification of CaaS, as defined
by Akyazi et al. [3] and Huang et al. [79]: existing
services (Section 2.2), evolving services (Section 2.3),
and emerging services (Section 2.4). Existing services
have a well developed and stable business model, and
therefore are less likely to change further in the near
future. Evolving services refer to services that are
currently available on the darkweb/underground fo-
rums and very likely to develop rapidly and widely
with a new service model due to technology develop-
ment. Emerging services refer to services that have
not been considered as mature services (i.e., it is usu-
ally inspired by one or more existing CaaS or a shift
from a legit business model) on the darkweb/under-
ground forums. Due to their specialisation and de-
sirability, these services are expected to be widely
available and developed. Finally, we discuss future
research challenges and directions in Section 2.5.

2.2. Existing Services

Deception-as-a-Service provides vulnerabili-
ties and tools that can be used to generate fake
resources (including fraudulent websites, phishing
emails, rogue software). Gopal et al. [63] identified
four categories of fraudulent websites. (1) Phishing
websites are responsible for identity theft activities
by imitating the structure and interface of legiti-
mate websites. They often contain deceptive URLs
and interfaces. (2) Fake e-commerce websites pro-
vide online shopping stores that do not deliver or-
dered products, or sell counterfeit goods. (3) Fake
news websites contain fake or unreliable news. (4)

Piracy websites often contain a large amount of pi-
rated digital content such as movies, software tools
and games. Phishing and scam emails have been used
for social engineering attacks [73]. Cyber criminals
use fake emails to distribute phishing or malicious
software and URLs that trick victims into divulging
authentication information. Huang et al. [79] men-
tioned that when some specific target information
is involved, such as a specific company or individ-
ual, the attack is called a targeted attack. For in-
stance, cyber criminals impersonate the Chief Ex-
ecutive Officer or the Chief Financial Officer and
target senior employees within the company to de-
ceive them and successfully obtain employee pay-
roll data [74]. Rogue security software is a popu-
lar type of fake software. It typically falsely reports
that it found a virus or Trojan on the user’s com-
puter and convinces them to pay for a fake mal-
ware removal tool. BraveSentry Variant [55] is one
example; it installs itself in the system via registry
keys, making it difficult for users to remove it. Such
spyware may also have malicious behaviours such as
delivery of ad pop-ups, keylogging, screen captur-
ing, stealing confidential files and downloading mal-
ware [205]. Two specific Deception-as-a-Services,
Reputation-Escalation-as-a-Service for fake reviews,
and Phone/SMS-Verification-as-a-Service for fake
accounts will be discussed later. Readers are also
recommended to read Section 2 of Issue NL-2022-
6 of the newsletter series for more about detection
and discussion of fake news, fake reviews and fake
accounts.

Obfuscation-as-a-Service provides obfusca-
tion services to evade intrusion detection systems or
anti-malware solutions for a fee. There are three ob-
fuscation techniques studied by O’Kane et al. [131],
namely packers, polymorphism, and metamorphism.
Depending on the service provider, they can use one
or more mixed technologies [211]. Usually the cus-
tomer does not need to choose the technology to
be used as the obfuscation process is fully auto-
matic. A packer is a tool that can compress, encrypt,
and modify malicious file formats. Legitimate soft-
ware vendors use packagers to bundle executable and
support files to manage their software. Therefore,
anti-malware software cannot determine whether the
software is malware without identifying the packag-
ing algorithm and decompression. Oberheide et al.
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[130] noted in their experiments that about 40% of
the software could not be unpacked in the 98,801
malware samples they tested. Therefore, the con-
tent of that software is hidden. Polymorphism is a
cryptographic method that alters static binary code
to evade scanning for malware signatures. Further-
more, the malware changes with a different encryp-
tion key each time the code runs. Metamorphism is
when the malware loads a different action code to
maintain its malicious behaviour each time the mal-
ware is run. Therefore, traditional signature-based
detection methods need to scan a large number of
signatures to detect one malware.

With the rapid development of mobile devices,
obfuscation services on Android devices have begun
to emerge. Its service is in an automated obfuscation
platform. The price list ranges from $20 to obfuscate
one APK to $850 per month for unlimited obfusca-
tion. This service modifies applications using com-
plex string splitting, decoy strings, and nested junk
flow control.

To detect obfuscated source code, there are
mainly four different types of code analysis [153].
Pattern matching refers to automated matching to
find known code snippets in binary programs. The
types of patterns typically range from sample code
to regular expression. The signatures of these pat-
terns are created by human analysts and stored in
a database to help future queries and comparisons.
Static analysis refers to the inspection of executable
code but does not run in a virtual machine or real en-
vironment. Dynamic analysis is the opposite, which
refers to observing the behaviour of software as it
runs. Dynamic analysis has been frequently used
for malware investigation and forensics [50]. Human-
assisted reverse engineering refers to using some au-
tomated tools to do the analysis. It should be noted
that compared to fully automatic analysis, humans
may be subject to some deception, such as being mis-
led by class names and their relationships. Schrit-
twieser et al. [153] mention that simple, fully au-
tomatic obfuscation methods are still effective for
non-human analysis methods. Using manual analy-
sis will incur high costs. Obfuscation and analysis of
malware turn into an arms race. However, it seems
that the existence of such obfuscation services con-
firms their effectiveness.

Traffic-as-a-Service, which includes DDoS-
as-a-Service (also known as booters/stress testing
service), refers to buyers paying the service provider

to attack a specific target through the Internet. Fig-
ure 6 shows the process of this service in six steps.
(1) The attacker (i.e. the buyer) finds and uses a
stresser operator front-end website. (2) Using PayPal
or other payment methods, they subscribe or pay for
a single stress test service. (3) The attacker uses the
front-end website to set a target and to request an
attack to start. (4) The attack request is forwarded
to back-end servers. (5) The servers send malformed
packets with spoofed IP addresses to the amplifiers
for traffic amplification. (6) Traffic is directed to
the target. Those attacks make use of amplification
servers, often mis-configured with the Simple Service
Discovery Protocol (SSDP) (as known as Universal
Plug and Play (UPnP)), DNS, Network Time Proto-
col (NTP) and Chargen [95]. They are used to send
a large number of spoofed packets to a target.

It was reported that the majority of victims
of DDoS-as-a-service were distributed across broad-
band and hosted networks, with broadband victims
accounting for 62% and hosted networks account-
ing for 26% [129]. Education, government and cor-
porate networks accounted for only a small fraction
at 12% [129]. This situation appears to be due to
the commoditisation of such attacks, which has re-
sulted in attackers already targeting ordinary users.
There is evidence that attackers purchase such ser-
vices in online games in order to disrupt the oppo-
nent’s gaming experience or availability [81]. Even
with existing technologies that can reduce DDoS at-
tacks, such attacks are becoming more common to
the public. Several possible interventions have been
proposed by Karami et al. [95]. For example: (1) To
reduce the scale by restricting the payment methods,
which mainly includes cooperation with large pay-
ment companies such as PayPal; (2) To reduce at-
tack efficiency by discovering and repairing related
amplified servers; (3) To increase costs for service
operators by locating and blocking low-cost hosting
services (bullet-proof hosting), so operating this ser-
vice will make less profit than before; (4) To work
with law enforcement in major countries to combat
such crimes, which serves as a warning to potential
criminals and increases the crime risk.

Traffic-Redirection-as-a-Service refers to a
service which allows incoming web traffic to a spe-
cific address to be redirected to another website ad-
dress. This service includes malicious optimisation
of the target website to gain more traffic or buy
fake clicks from the provider. Search engine optimi-
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Figure 6: Overview of the process of DDoS-as-a-Service by Hyslip and Holt [84]. (1) The attacker finds and
uses a stresser operator front-end website. (2) Using PayPal or other payment methods to subscribe or pay
for a single stress test service. (3) The attacker uses the front-end website to set a target and request an
attack to start. (4) The attack request is forwarded to the back-end server. (5) Using malformed packets
with spoofed IP addresses to amplification servers. (6) Traffic reflected and sent to the target.

sation (SEO) is a set of techniques that can make
legitimate websites rank higher for increased visibil-
ity. A large number of malicious websites use se-
mantic obfuscation (a blackhat SEO technique that
can evade detection) to disguise themselves [190].
Yang et al. [190] summarised the characteristics of
malicious SEO pages that use semantic obfuscation
as follows. (1) The webpage contains numerous ex-
ternal links to other websites, which may lead to
gambling or pornographic websites. (2) Utilising the
HTML iframe attribute to hide the original web page
and present obfuscated malicious content to human
users. (3) Using scripts to determine whether a vis-
itor is a search engine crawler or a human user in
order to display different contexts, see Figure 7.

These blackhat SEO techniques are often mali-
ciously applied for search engine poisoning. Wadleigh
et al. [180] investigated counterfeit websites on
search engines by using 255 queries across 25 brands.
Results indicated that, in a popular search engine
(e.g., Google), counterfeit websites were found mixed
into legitimate search results. This criminal ser-
vice has been proven to be widely used for mali-
cious activities such as phishing, scam and crypto-
jacking [77].

Similarly, in addition to the optimisation services

mentioned above, service providers may also provide
fake traffic (clicks) to target websites. Customers
only need to provide a link to their own website.
Its charging model is pay-per-click. The estimated
price is as low as US$7-$15 per thousand visitors [3].

Figure 7: An example, provided by [190], of a web-
site using scripts to determine whether a visitor is a
search engine crawler or a human user.

Reputation-Escalation-as-a-Service is a
type of service which exploits vulnerabilities of cur-
rent recommendation systems to improve the repu-
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Figure 8: The life cycle of a fake-purchase task on the reputation escalation website, as illustrated in Fig-
ure 1 of [185].

tation of e-commerce websites. Figure 8 shows the
lifecycle of a fake-purchase task and its escalation
effect on the reputation website.

Figure 9: A typical task description in Reputation-
Escalation-as-a-Service, illustrated by Xu et al.
[185]. SRE: Seller-Reputation-Escalation.

Xu et al. [185] concluded that this process is di-
vided into five stages (twelve steps), which are: (i)
Task Creation. The online seller (the service buyer)
deposits a fee to the operator (Seller-Reputation-
Escalation (SRE) market) (step 1) and creates a
fake-purchase task on the service operator’s website
along with some requirements or restrictions (e.g.
account registration time in specified e-commerce
platform) (step 2). (ii) Task undertaken. If needed,
the buyer can even purchase other accounts (often
with fake registration information) on the operator’s
website. This includes step 3 and 4. (iii) Conduct-
ing fake purchase. Fake purchases are made on e-
commerce sites based on the task descriptions. Fig-
ure 9 shows a typical task description by Xu et al.
[185]. This includes step 5. (iv) Order fulfilment. The
payment method is usually an e-gift card provided

by the seller (step 6). For virtual goods, the pro-
cess can be quickly carried out online. For physical
goods, e-commerce platforms usually require infor-
mation such as courier tracking numbers as a proof
that the goods were dispatched. Therefore, the seller
would send an empty parcel or buy a tracking la-
bel from the reputation escalation service provider.
This includes step 7 and 8. (v) Task completed. The
buyer leaves a fake good review (step 9). Once the e-
commerce platform releases money to the seller (step
10), the commission will be released to the fake buyer
(step 11 and 12). The reputation escalation service
provider withholds a portion of the fee.

In order to escape detection by e-commerce
platforms, several strategies are implemented [185].
Firstly, the service provider limits the frequency of
the use of each account and usually requires real-
name verification for it. Secondly, depending on the
IP address, the shipping address is required to align
with the IP. Thirdly, some purchase behaviours are
required, such as browsing similar products on e-
commerce platforms or browsing other products in
the store before purchasing. The timing of writing
a positive review often reflects the speed of ship-
ping; therefore, fake buyers should post fake reviews
at the right time, depending on location. Potential
mitigation strategies include e-commerce platforms
working with couriers to detect fake packages, do-
main names and website hosting to detect such sus-
picious SRE market domains and take down SRE
market sites. A study by [14] shows that, even if
a legitimate e-commerce platform increases the cost
of this kind of service, it still does not completely
prevent shops that benefit from using reputation es-
calation services. This strategy may also encourage
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more shops to use this service. Therefore, interven-
tion methods based on economics need to be studied
in the future to tackle the problem represented by
such services.

Money-Mule-Recruiting-as-a-Service refers
to the service of recruiting people (called money
mules) who will be involved in a money-laundering
network. Money mules are often required to transfer
funds in a variety of ways, including through bank
accounts, checks, virtual currency, prepaid debit
cards, and more [56]. After the transaction is com-
pleted, a commission will be received by the money
mules. They are often unaware that they are com-
mitting a crime. Criminals lure money mules through
promises of employment, such as part-time jobs,
working from home, no experience needed, as shown
in Figure 10. Money laundering networks for virtual
currency are emerging [184].

Figure 10: Commonly used words when recruiting
money mules, provided by UK Finance and Cifas
[177].

Another type of money mule is the so-called re-
shipping mule scams. Figure 11 shows the process of
scams using reshipping mules. Overall, cyber crim-
inals use stolen credit cards to buy physical prod-
ucts at online shops and send such products to the
recruited mules (drop). The mules end up forward-
ing the products to the criminals who then re-sell
them on the underground market for cash. Some-
times mules are also victims because the criminals
do not pay them a commission, making this kind of
crime model more complex. Such crimes often in-
volve multiple countries, making combating them
more difficult. A study by Hao et al. [68], which
monitored seven reshipping scam sites, revealed that
about six thousand packages were forwarded over a
nine-month period, generating more than US$7 mil-

lion in annual revenue.
Bullet-Proof-Hosting-as-a-Service provides

hosting services to criminals, i.e., a platform to
support, for example, botnets, DDoS attacks and
scam distribution services [128]. Noroozian et al.
[128] studied the bullet-proof hosting (BPH) plat-
form MaxiDed. Interestingly, MaxiDed itself is not
a Bullet-Proof-Hosting-as-a-Service supplier. How-
ever, it attracts upstream suppliers and customers
in a particular business model illustrated in Fig-
ure 12. MaxiDed acts as a middle-man, which allows
different abuse and is clearly marked on the sales
page. Server packages from those hosting providers
are placed on MaxiDed by merchants. However, most
merchants had no reseller relationship with those up-
stream hosting providers. The platform collects fees
from sales between merchants and customers. Cus-
tomers need to deposit money on the platform first
and then make a purchase. Pre-payment aims to pre-
vent customers from terminating a transaction in the
middle, causing loss for the platform. For mitigation
measures, other than shutting down the platform
itself, it seems difficult to intervene in the supply
chain.

Figure 12: An overview of MaxiDed’s business model,
illustrated by Noroozian et al. [128]. MaxiDed itself
is not a Bullet-Proof-Hosting-as-a-Service supplier.
However, it is offered as a platform for other suppli-
ers, asking a fee for external merchants.

CAPTCHA-solving-as-a-Service refers to a
paid batch-solving CAPTCHA service. CAPTCHA
has been widely used to allow humans access to on-
line resources (e.g., websites) while preventing access
by automated agents, i.e., bots. There are two modes
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Figure 11: An overview of the reshipping mule scams, illustrated by Hao et al. [68]. (1) Apply: A drop
(mule) applies for jobs through the reshipping scam site. (2) Data breach: Getting stolen credit cards from
underground forums or darkweb. (3) Subscribe: The stuffer signs up with the reshipping scam site, so the
stuffer get the reshipping service. (4) Purchase: Stuffer purchases electronics (e.g. computer, smartphone)
at online shops. (5) Ship: The online shop ships the goods. (6) Manage: Reshipping scam site gives the
reshipping label to the drop. (7) Reship: the drop ships the goods to stuffer.

of commercial CAPTCHA solving: (1) solve auto-
matically using computer technology, and (2) solve
manually using low-cost human labour (prices as low
as US$1 per thousand [124]). Service providers usu-
ally target customers who, e.g., want to send bulk
scam emails but are prevented by a CAPTCHA. The
recruiter will hire workers to solve these CAPTCHAs
and then forward them back to the mailing interface.

Figure 13: Selling prices per thousand phone verified
accounts (PVAs) on Google, YouTube, Facebook,
and Twitter, aggregated statistics from three dif-
ferent “Phone/SMS Verification as a Service” mer-
chants in 2013, provided by Thomas et al. [173].

In addition to using the CAPTCHA, some web-
sites have started to use secondary verification
methods (e.g., mobile verification codes) to dis-
tinguish machines from humans. Therefore, regis-
tered Phone Verified Accounts (PVA) started to be
sold online, called Phone/SMS-Verification-as-
a-Service. Thomas et al. [173] investigated the sell-
ing prices of PVAs on Google, YouTube, Facebook
and Twitter in 2013 from three different merchants;
this is shown in Figure 13. Abuse of phone registra-
tion has been seen as a waste of public resources, as
phone verification is not free, and businesses need to
pay a carrier for the communication. A large num-
ber of illegal PVA may directly disrupt the registra-
tion of legitimate users. By combining the above two
mentioned services (i.e., CAPTCHA-solving-as-a-
Service and Phone/SMS-Verification-as-a-Service),
criminals can easily and quickly distribute deceptive
information where both services support the under-
ground ecosystem.

2.3. Evolving Services

Reputation-as-a-Service refers to a service
that provides merchants with reputation rating in-
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formation in darknet markets. Reputation is an
essential characteristic in the underground cyber
crime ecosystem [192]. Merchants are often active
on multiple underground forums and the darkweb
at the same time. Existing darknet markets often
use third-party databases to display merchants rat-
ings in other markets in order to attract potential
customers. Dishonest traders are called “rippers”
on the darknet [47]. For example, a ripper will sell
invalid stolen credit cards or not deliver promised
goods [47]. There is often mistrust among cyber
criminals, but they may choose to cooperate because
of mutual benefit [193]. In 2016, “Ripper[.]cc”, a rip-
per profiles database, was launched allowing visitors
to create a profile, which includes various contact
details and information on how the scam happened.
More recently (2019), a cross-market merchants’ re-
view website –called Kilos– was launched and stood
out fast in the darknet [138]. It contains vendor infor-
mation and reviews by their customers. Customers
can easily query which market the vendor is active in
and their reviews [138]. These services typically post
advertisements for profit or charge the market op-
erator for the number of Application Programming
Interface (API) requests. The service fosters coop-
eration and trust among cyber criminals, enabling
further criminal activity [192].

Similar reputation mechanisms also include using
escrow trading systems and blacklists. The escrow
trading systems are usually owned by the operator
of the marketplaces/forums. When a transaction oc-
curs, the money is first deposited in the website’s ac-
count. Once the buyer confirms receipt of the item,
the website releases the money into the seller’s ac-
count. The website will act as a “court” to arbitrate
the case when a dispute arises [9]. The blacklist is to
ban dishonest users directly. Even though it is easy
to register a new account on the darkweb, it takes
time to build a reputation from scratch.

Personal-Profile-as-a-Service, also known as
Impersonation-as-a-Service, aims to bypass au-
thentication systems by collecting user profiles [22].
The diagram in Figure 14 illustrates how the service
operates in three main stages. (1) Profile acquisi-
tion refers to the collection of user credentials and
cookies from the victim’s browser. Such acquisition
could be done by malware infections, such as pay-
per-install [19] or exploitation-as-a-service infras-
tructures [64]. (2) Profile selection refers to the sort-
ing and selecting of relevant profiles by service opera-

tors for sale in underground markets, usually in cryp-
tocurrencies. Finally, (3) profile enforcement refers
to the use of those profiles (including browser ses-
sions, behavioural metadata, geographic locations)
to bypass risk-based authentication engines for prof-
its (i.e., to cash out). Since the entire service process
can be automated, this service is very likely to serve
as a cyber criminal infrastructure. It could be further
exploited, for example, to log into a victim’s social
network or an organisation’s network for a social en-
gineering attack.

2.4. Emerging Services

E-Whoring-as-a-Service refers to an online
fraud service that uses simulated cyber sexual en-
counters for profit [136]. The service provides re-
sources and tutorials (e.g., how to operate, how to
make videos, and how to find potential victims) to
customers. Hutchings and Pastrana [82] divided the
E-Whoring scam into nine steps. (1) Preparation:
In underground forums, some actors post free and
paid tutorials and packages. Interestingly, the cus-
tomers are reminded that they should be careful
about distributing new types of tutorials, as this di-
rectly shares their profits. (2) Obtain images: Ap-
pealing material may be collected on the open web
or purchased from a service provider. “verification
templates” are sometimes useful, which are collected
from social media, then edited with some special
mark. This step may involve the trade of porno-
graphic images/videos and sexual exploitation mate-
rials. (3) Pre-condition: Register an account on social
platforms, forums, payment sites. This process may
involve Phone/SMS-Verification-as-a-Service. Cus-
tomers also need some fake backstory to enrich their
fake identity. (4) Dissemination: Use false informa-
tion to camouflage and promote the E-Whoring ser-
vice. (5) Negotiation: Price negotiation. Potential
victims may ask for a preview before buying. (6)
Payment: Receive money, usually PayPal and Ama-
zon gift cards. (7) Doing: Send prepared photos or
play prepared fake live videos. (8) Post-condition:
Block victim or continue with previous steps. (9)
Exit: Retrieve the funds from PayPal or exchange
gift cards to cash. There are also possible extras to
increase income with the service; examples include
attaching malware to images, inducing victims to
click on a marketing website in order to earn traffic
clicks, and blackmailing [82].
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Figure 14: An overview of the Impersonation-as-a-Service operations, provided by Campobasso and Allodi
[22]. Left: Profile acquisition. Middle: Profile selection. Right: Profile enforcement.

A similar form of deception enabled by e-
whoring-as-a-service is called cyber-enabled romance
fraud, which refers to an individual being deceived
by someone with a fake romantic relationship [17].
This service also sometimes includes cyber sexual en-
counters, i.e., when a victim does not pay money to
the offender, such private videos or pictures may be
used to request a ransom payoff [183]. This category
of criminal services has been shown to grow during
the global pandemic [17].

Potential methods of intervention include dis-
rupting tutorials, detection of false advertising such
as those when criminals are looking for potential cus-
tomers, and cooperation with PayPal to shut down
accounts linked to fraud [82]. In terms of psychologi-
cal factors, people who choose to trust criminals can
be alone, so future interventions can also focus on
the victim’s side [17].

2.5. Research Challenges & Directions
This section reviewed many types of CaaS under

the deception scope; those different types evolve and
sometimes complement each other creating complex
ecosystems of services, ready to be consumed. Most
importantly, CaaS lowers the barriers of entry for
new criminals [3]. Despite the progress made in the
understanding and disrupting CaaS, there are still
open challenges and directions for further research
in this space.

Researchers perform an important role by iden-
tifying evidence and trends in CaaS development.

A better understanding of the CaaS providers and
consumers, their modus-operandi and underground
economy, remains a direction for further develop-
ment in order to fight cyber crime more effectively.
One possible way forward, proposed by Huang et al.
[79] and Clark [36], is the use of “honeypots” to
mimic different types of service and capture activ-
ities and behaviours in the CaaS ecosystem.

Another direction is to promote direct coopera-
tion between defenders, victims and other stakehold-
ers, such as security companies, law enforcement, the
financial sector, threat intelligence service providers,
and policy makers [79]. We have seen victims of
some services not being able to effectively prevent
crime and protect themselves (e.g., DDoS in online
games) [94]. In fact, mitigation and preventive mea-
sures against CaaS are limited for now. It is also
important to note, however, that potential interven-
tions are not necessarily limited to technology but
may need to involve other disciplines such as Psy-
chology, Sociology, and Economics. On the other
hand, because the development of networks and ser-
vices is difficult to predict, and new types of services
will always appear, it becomes a challenge to de-
tect and counter such crimes. Europol has prioritised
(2022-2025) to crack down on criminals who provide
online professional crime services, money laundering
services (including money mules), and produce and
disseminate child abuse [53].
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3. Deception in Cyber-Physical Systems

3.1. Introduction

Cyber-physical systems (CPS) [46, 104], utilise
physical and computational components to vali-
date a process in the real-time world [135] and
are employed in many applications, such as smart
grids [8], health monitoring [70], and autonomous ve-
hicles [160]. Owing to the growing popularity of such
systems, cyber attackers have been actively trying to
compromise such systems using various techniques.
CPS are comprised of the combination of various
different elements (operational technology and infor-
mation technology infrastructures), which makes it
an open target for cyber threats if required cyber
security measures are not taken. Therefore, security
of CPS is one of the most important challenges to
address. Moreover, characteristics of CPS, such as
heterogeneous hardware, unique protocols, limited
resources and model specific nature, limit the ap-
plication of current defensive information technol-
ogy techniques such as cryptography and continu-
ous patching [188]. Defence based on deception, such
as honeypots and MTD as discussed in Section 1,
are possible solution directions for CPS challenges.
Hence, this section reviews selected state-of-the-art
methods based on deception applied to CPS from the
perspective of defence (Section 3.2) and offence (Sec-
tion 3.3). Section 3.4 discusses research challenges
and directions for deception in CPS.

3.2. Deception for Defence in CPS

Defence using deception in CPS has attracted
researchers from academia and industry due to its
promising results [139]. One of the promising use
cases of deception for defence in CPS is to use hon-
eypots to collect information about emerging attack
vectors [59]. Attackers employ sophisticated attack
strategies which are complex to anticipate by se-
curity managers (such as zero-day attacks). Honey-
pots can be leveraged to collect information about
such emerging attacks, so that the security man-
agers have enough time to mitigate such attacks
before the attackers cause any harm to the CPS.
A honeypot is a deception mechanism that uses a
decoy to lure adversaries away from legitimate tar-
gets. Additionally, a honeypot gathers intelligence
about adversaries such as the identity, methodology
and motivation [23]. Honeypots have evolved to be a

more dynamic deception mechanism to act as smart
alarm systems. Honeypots can be classified in var-
ious sub-classes based on their level of interaction
(connection attempts, command execution, etc.) as
follows [48, 123].

1. High-interaction honeypots are advanced
in nature (provide complex design) and their
associated risks are high as they involve a real
OS. These honeypots provide attackers with
real operating systems with which to interact,
with no simulation or restrictions. They pro-
vide possibilities to collect more information,
through analysing and logging various attacks
and actions.

2. Medium-interaction honeypots are less so-
phisticated compared to high-interaction hon-
eypots. Unlike high-interaction honeypots they
do not have have an OS. However, they of-
fer simulation of complex services. Such hon-
eypots have a high probability that an attacker
will find vulnerabilities, but are still less likely
to be compromised. Such honeypots provide
a better simulation of OS for the attacker to
interact with, thereafter more sophisticated at-
tacks can be logged.

3. Low-interaction honeypots simulate ser-
vices which cannot be exploited by the attack-
ers to gain access of the honeypot. Usually
they do not use an OS which the attackers
can interact with. Thereafter, it minimises the
risk of cyber threats associated with such hon-
eypots. Nevertheless, this makes their appli-
cation very limited. However, low-interaction
honeypots can be used to analyze spammers
and worms.

Intrusion detection systems have been utilised to
detect possible cyber threats in CPS with promis-
ing results [122]. However, honeypots have several
advantages over the intrusion detection systems, be-
cause a honeypot in principle should not get any
legitimate requests; any request to the honeypot is
likely an intrusion or a probe. Hence, it is much more
convenient to detect intrusion attempts in contrast
to a real system which is complex, with high levels
of legitimate requests. One of the key advantages of
honeypots is that they have a low false positive rate,
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in contrast to traditional intrusion detection systems
which usually produce a large number of false pos-
itive alerts. While using a honeypot, security man-
agers will often only see an adversarial request, mak-
ing it easy to identify.

Honeypots as a deception based mechanism is ap-
plicable to various CPS. You et al. [194] proposed a
hybrid (semi-virtual and semi-physical) honeypot for
industrial control systems. Their method improved
honeypots to make them more realistic, attractive
and more feasible by greatly reducing the cost of
a flexible high-interaction honeypot to capture data
related to physical interactions with the honeypots.
Figure 15 presents an overview of the honeypot pro-
posed by You et al. [194]. Ananbeh et al. [10] pro-
posed a honeypot and ML based deception method
to improve the architecture of SCADA network by
adding a honeynet, called CamouflageNet, and ML
techniques are used to defend against and to col-
lect intelligence about cyber threats. Shahriar et al.
[159] proposed a honeypot called DDAF, a deception
defence based method to gather information about
adversarial attacks in a hierarchical communication
network of a CPS. Guarnizo et al. [66] proposed a
physical world honeypot (the honeypot is running on
a physical machine) platform for IoT devices, which
allows a few physical devices among a large number
of geographically distributed devices to be exposed
to attackers. Using this platform, they collected a
large volume of information related to adversarial
attacks.

Figure 15: Overview of honeypot proposed by You
et al. [194]. The architecture decouples interaction
into two different components, and each component
addresses a different level of interactions. A coordi-
nator schedules the components to achieve flexibility
while they work together.

Although honeypots provide promising features
in CPS, it is worth mentioning their limitations.
Honeypots cannot protect the real systems when
the adversaries do not target them. They cannot re-
place other cyber security measures [210]. Hence, it
is vital to consider security measures to protect the
real systems. Additionally, a honeypot may reveal
information (e.g., login warning messages and data
fields) about the real systems, as they are supposed
to mimic the real systems. This can be exploited by
an attacker who identifies the honeypot and manipu-
lates the information the honeypot will gather in or-
der to mislead the defenders [210]. Therefore, a hon-
eypot should be used to collect information and to
help prioritise measures against adversarial attacks.
Another intrinsic challenge in the use of honeypots
is the effort required to design, deploy and anal-
yse data collected, which directly impacts on cost.
According to Ferguson-Walter [58], the following at-
tributes are required; honeypots have to be “safe, re-
alistic enough, high-fidelity, high-interaction, inter-
esting, and current” to harvest the intended benefits
as a defence mechanism to detect or distract attack-
ers.

3.3. Deception for Offence in CPS

Deception has played a vital role in adversarial
attacks on CPS, where attackers trick the legitimate
users to use fake devices in order to steal informa-
tion or to cause harm to the physical system. For
example, a baseline attack on CPS is skimming de-
vices in an automated teller machine (ATM). The
skimmer devices are disguised to look like the legit-
imated part of an ATM. Such devices collect card
numbers and pin codes when a user slides their card
into the ATM [145]. This makes the attackers more
consequential because the data collected can be used
to withdraw cash from ATMs. The skimmer’s de-
vices can be attached to ATMs, gas station pumps
and any other card transaction machines. With the
progress of technology and its applications in sensi-
tive applications such as healthcare or autonomous
vehicles [158], such attacks have become more so-
phisticated [99] than just a simple skimmer device.
For example, researchers introduced physical world
attacks (an attack that impacts on the physical envi-
ronment) to deceive autonomous vehicles [54]. The
proposed attack actually aims at deception of ML
based models in autonomous vehicles, which are re-
sponsible for automatically navigating a given route.
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Autonomous vehicles use many sensors and built-in
ML models to learn about the surrounding environ-
ment. One example of such a model is road sign clas-
sification. For example, for a given input image the
model classifies it as a stop sign or a speed limit
sign or something else [16]. To deceive such mod-
els, researchers developed an algorithm to generate
stickers with a spatially-constrained perturbation to
mimic vandalism and art by minimising the likeli-
hood of being detected by a casual observer, but ef-
fective enough to deceive a DL-based model. After
generating such stickers they stick them on the road
signs, and when the vehicle’s sensor tries to read such
fabricated road signs, it misclassifies the sign, which
can result in fatal accidents and loss of human life.

Figure 16: Attack pipeline overview in model pro-
posed by [54], where an attacker tries to compromise
the road sign recognition model fθ(x).

Examples of emerging attacks on CPS are:

1. Deception in road sign recognition: As
mentioned earlier, road sign recognition plays
a vital role in autonomous vehicles. To de-
ceive such systems, Eykholt et al. [54] pro-
posed an algorithm to generate stickers which
were used to deceive road sign recognition sys-
tems to misclassify road signs. The proposed
algorithm achieved high success rate in deceiv-
ing DL-based models for road sign classifica-
tion (mainly used in autonomous vehicles) by
generating real road signs using their proposed
algorithm, as shown in Figure 16.

2. Deception in facial recognition systems:
Facial recognition systems are often used in
smart devices, such as smart phones, as a se-
curity measure. Such systems usually rely on
ML based models trained to recognise a hu-
man face. To deceive such systems, researchers
have introduced a physical world attack which

can generate adversarial stickers which can be
attached to a human face to by pass ML-based
facial recognition systems. For example, Shen
et al. [163] proposed FaceAdv, a physical world
attack to generate several adversarial stick-
ers, which were then successfully placed in hu-
man faces to bypass ML based facial recogni-
tion systems, as shown in Figure 17. Moreover,
Wenger et al. [182] evaluated the application
of physical back-door attacks (i.e., embedding
hidden malicious behaviours inside DNNs or
input samples) on facial recognition systems
and confirmed that physical backdoor attacks
are a serious threat to classification tasks.

3. Deception in object detection systems:
Object detection systems are mainly used in
autonomous vehicles to detect any object (i.e.,
barriers, people) in order to facilitate a smooth
journey and to avoid any possible life threat-
ening incidents. Such systems use ML-based
models to detect objects. To deceive such sys-
tems, a number of physical world attacks have
been proposed by researchers. For example,
Yang et al. [191] proposed a method to cre-
ate physical objects to achieve the adversarial
effect on license plates in DNNs based object
detection systems.

4. GPS spoofing in Unmanned Aerial Ve-
hicles (UAVs): UAVs are used in many ap-
plications in both military and civilian areas.
UAVs navigate with the help of signals from
the Global Positioning System (GPS). Never-
theless, due to the unencrypted and unauthen-
ticated signals sent from the GPS for civilian
use, GPS spoofing [150] is one of the com-
mon cyber-physical attacks. In such types of
attacks, an attacker generates GPS signals that
cannot be distinguished from the original ones
to deceive UAVs. Such attacks aim at render-
ing one or more target UAVs in a disoriented
state, which may result in crashes of the target
UAVs.

5. False data injection in radars: Frequency
Modulated Continuous-Waves (FMCW)
radars are used in autonomous vehicles. How-
ever, FMCW radars are vulnerable to decep-
tion attacks such as false data injection at-
tacks. Chauhan [28] exploited a vulnerability
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in FMCW radar and designed attacks to de-
ceive the apparent distance, as measured by
radar systems. Results of their study showed
that it is possible to change the distance of an
object arbitrarily, with a high probability of
success.

Figure 17: Overview of physical-world attacks on fa-
cial recognition (FR) systems using adversarial stick-
ers crafted by FaceAdv, illustrated by [163].

3.4. Research Challenges & Directions

In this subsection we discuss the future chal-
lenges and directions related to DDD in CPS. Ad-
versarial examples (AE) [200] are used to deceive
DL-based models. It has been a topic of great re-
search interest. Additionally, with the AE in the
digital space, cyber-physical adversarial attacks are
being considered as a more serious threat to ML-
based applications, such as facial recognition in au-
thentication, objection detection in autonomous ve-
hicles [166], and many more [116]. In general, de-
ception in the physical world is more complicated,
especially in autonomous vehicles, because of rela-
tive positions of objects and because detectors may
keep changing. Existing work on physical deception
is still very limited in various scenarios [202], e.g., de-
ception in object recognition and facial recognition
systems. Although some of the most sophisticated

adversarial attacks are limited to academic research,
given the ever evolving progress of technology, such
attacks can prose life-threatening challenges in the
near future. Such attacks should be taken into con-
sideration, especially in CPS, such as applications
in healthcare, autonomous vehicles and power grids.
Consider autonomous vehicles: if an adversary suc-
cessfully compromises the road sign recognition sys-
tem of a car in an area full of people, where the speed
limit is 25 km/h and the attacker deceives the au-
tonomous vehicle to read the sign as speed limit 110
km/h. Another example would be the deception of
the license plate of a car. Think of an attacker try-
ing to deceive the automatic number plate recogni-
tion system to evade law enforcement agencies. Sim-
ilarly, an attacker can project objects into or out of
the headway of an autonomous vehicle, which can
cause potential safety hazards [90]. In this case an
autonomous vehicle carrying people could hit that
object and claim human lives.

As mentioned earlier, the unique architecture of
CPS make them more difficult to maintain against
emerging cyber threats. Additionally, the direct in-
teraction of CPS with humans (such as autonomous
vehicles) makes it an important issue to be ad-
dressed. Therefore, proper robust and efficient meth-
ods should be developed to mitigate such threats be-
fore such attacks cause any harm to human lives.
Additionally, proper risk assessment should be per-
formed to minimise the impact of a given attack.
There are a number of risk assessment methods and
techniques to secure CPS as mentioned by Ashibani
and Mahmoud [12]. Risk can be assessed based on
possible effects on the CPS. For example, risk can
be categorised as: high impact if the attack can re-
sult in damaging and devastating effects on the CPS;
medium risk if its impact is less severe, nevertheless
it can pose a serious threat against CPS; low risk
are the attacks which do not cause severe impact
nor have a damaging effect, and the effects of such
attacks can be mitigated easily.
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4. Deception with Inaudible Voice Commands

4.1. Introduction

Voice-enabled systems, including voice assis-
tants, smart home devices (i.e., IoT) and voice con-
trollable systems, are used for daily activities by
an increasing number of individuals, smart or au-
tonomous vehicles and organisations. Although these
systems provide a high degree of convenience, they
also introduce security-related vulnerabilities that,
when exploited, can cause adverse impact and harm
to users. Inaudible voice commands are one of those
classes of security-related vulnerabilities [111], and
correspond to voice commands that are not per-
ceived by human ears while being captured by voice-
enabled systems. Such voice commands can be used
for deceptive purposes, e.g., to take control or mis-
use such systems and launch attacks, e.g., target-
ing users’ privacy [86]. Section 4.2 explores attacks
to manipulate voice-enabled systems with inaudible
voice commands, also called inaudible voice attacks.
Section 4.3 reviews potential ways to detect those
attacks, while Section 4.4 focuses on prevention. Fi-
nally, Section 4.5 discusses challenges and research

directions in this domain.

4.2. Inaudible Voice Attacks

Inaudible voice attacks aim to inject commands
into a voice controllable systems (VCS) to perform
unauthorised actions without any access to the tar-
get (i.e., physical or remote access) and direct in-
teraction with users. From a deception perspective,
several scenarios can happen as a result of inaudi-
ble voice attacks, including automatic install of mal-
ware, initiation of outgoing video/phone calls for
spying, injection of fake information, activation of
aeroplane mode for disconnecting all wireless com-
munications, and concealing of screens and voice
feedback generated from a VCS [189]. A DoS at-
tack can also be launched by using inaudible voice
commands, e.g., by disrupting device pairing of
IoT [119]. These attacks have been carried out in
several ways, i.e., by generating ultrasonic sounds,
making use of adversarial examples, manipulating
capacitor voltages in electronic devices, and utilis-
ing light commands. These different types of attack

Figure 18: The Audio Hotspot Attack proposed by Iijima et al. [85] require three parametric loudspeakers:
one is shown at the top (in the figure) and two are shown at the bottom. The sound becomes audible only
in the yellow areas. When two parametric loudspeakers are used, each sound beam consists of a “carrier
wave” or “sideband wave” with ultrasound frequency; they become audible where the two sound beams
cross each other because they become an AM sound wave.
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Figure 19: An attack scenario using CapSpeaker, proposed by Ji et al. [88]. The attacker injects malware
into a smart lamp to manipulate the voltage across its built-in capacitors, and force it to play malicious
inaudible voice commands targeting a smart speaker.

are reviewed in greater details next.
Ultrasonic sounds: This type of attack lever-

ages ultrasonic speakers to generate ultrasound, i.e.,
sound above human audible frequency range (20
kHz), as a carrier wave for inaudible voice com-
mands. Therefore, it requires a special speaker hard-
ware able to play ultrasonic acoustic signals. For
instance, Yan et al. [189] proposed the DolphinAt-
tack to modulate voice commands on ultrasonic car-
riers and achieve inaudibility. Then, the modulated
low-frequency audio commands are demodulated,
recovered, and interpreted by the voice assistants.
The proposed attack was validated on 12 popular
voice assistants, e.g., Siri, Google Now, and Alexa,
across 25 different models of devices. Although Dol-
phinAttack showed the feasibility of this approach
in practice, one of its limitations is that it relies
on some unique characteristics of the microphones,
which could in principle be eliminated. Thus, Iijima
et al. [85] proposed the Audio Hotspot Attack, an in-
audible voice attack based on nonlinearity in the air.
It uses directional sound beams generated from para-
metric loudspeakers (i.e., speakers that can gener-
ate directional sound using ultrasound). The beams
emit amplitude-modulated (AM) ultrasound which
will be demodulated into audible sound in the air.
In this way, the sound can only be heard in the au-
dible space (called hotspot) which the adversary can
adjust by using one or more parametric loudspeak-
ers, as shown in Figure 18. The Audio Hotspot Attack
has a range of 3.5 meters in a small room, and 12
meters in a long hallway.

Adversarial examples: This type of attack
uses adversarial AI techniques to generate audio
imperceptible by humans. The approach relies on
adding a small perturbation to the original audio to

manipulate a target VCS. For example, Chen et al.
[30] presented Metamorph, a system which gener-
ates imperceptible audio that can survive over-the-
air transmission targeting the Neural Network of a
speech recognition system. Metamorph achieved a
success rate over 90% at a distance up to 6 meters.

Manipulating capacitor voltages: This is a
type of attack which utilises the capacitors in elec-
tronic devices; it was proposed recently by Ji et al.
[88]. Capacitors can emit acoustic noises since the
voltage across a capacitor causes it to vibrate at
the same frequency as the voltage signal. Therefore,
a capacitor can generate sounds in a similar way
as a speaker. This can be used to play inaudible
voice commands targeting a voice-enabled system.
As shown in Figure 19, the main idea of the attack
is to inject malware into an electronic device (e.g., a
smart LED lamp) to induce the right voltage across
the capacitors so that the device, called CapSpeaker,
can play the malicious voice command targeting a
smart speaker while remaining inaudible for humans
around it. The main drawback of this approach is
that it worked only at a distance up to 10.5cm.

Light commands: Sugawara et al. [169] intro-
duced light-based audio injection attacks targeting
VCS. This type of attack exploits the fact that mi-
crophones often unintentionally respond to light as
if it was sound. Therefore, the attack injects sound
into microphones by modulating the amplitude of
a laser light. Validation of the attack showed that,
while 5mW of laser power is sufficient to control
many smart home devices, phones and tablets can
only be controlled with 60mW of laser power. How-
ever, a significant advantage of the use of laser light,
compared to existing attacks, is that it increases the
attacking range up to circa 110 meters.
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Figure 20: Overview of the detection approach proposed by Li et al. [110]. A DL model is used to dif-
ferentiate genuine speech from machine-induced speech, based on the differences captured by microphone
arrays.

4.3. Inaudible Voice Attack Detection

In the literature, various techniques have been
proposed for detecting inaudible voice attacks. The
proposed methods fall into several categories in
terms of main technique used, including signal pro-
cessing, microphone arrays, pop noise, and DL.

Signal Processing is used to detect ultrasonic-
based inaudible voice attacks. For example, Mao
et al. [118] proposed a detection approach for smart
home devices, relying on the fact that the ultra-
sound has a high centre frequency (i.e., central fre-
quency between the upper and lower cutoff frequen-
cies), which is uncommon in smart home scenarios.
The main idea of this approach is to capture all en-
vironmental ultrasound, and determine if the cen-
tre frequency of the received ultrasound falls within
the suspicious attack frequency range. If this crite-
ria holds, the ultrasonic signal is demodulated with
the centre frequency to obtain the base-band sig-
nal, which is, then, used for malicious voice detec-
tion. The main limitation of this detection is that
it is incapable of differentiating noise from mali-
cious voice commands. This can cause jamming at-
tacks to the detection device to keep on alerting.
Similarly, He et al. [71] proposed an attack detec-
tion which emits an inverted ultrasound to cancel
malicious voice commands. However, this approach
can cause several health issues as it requires to con-
stantly emit ultrasound [199].

Microphone Arrays are available on most off-
the-shelf VCS. They have been used to detect in-
audible voice attacks because of their rich sensing
capability. To illustrate the feasibility of this ap-
proach, Li et al. [110] leveraged multi-channel mi-
crophone arrays to detect machine-induced voice
attacks such as replay attacks, inaudible voice at-
tacks, and synthesis attacks. Figure 20 shows the

proposed approach which uses a DL model to dis-
tinguish machine-induced attack audio from genuine
speech by leveraging different patterns in signal fre-
quency and directivity (i.e., directional characteris-
tic of a sound source). As another example, Zhang
et al. [199] proposed EarArray, a system to detect
DolphinAttack, as well as the attacker’s direction,
by estimating the attenuation rate of the command
signals via built-in microphone arrays, as depicted
in Figure 21. This method relies on the fact that ul-
trasound signals attenuate faster than audible sound
signals. The authors observed that EarArray can de-
tect DolphinAttack with 99% accuracy, and the at-
tacker’s direction with 97.89% accuracy.

Pop Noise is the sound generated by human
breathing when speaking close to a microphone.
Zhou et al. [204] suggested to leverage it to iden-
tify if the received voice command comes from a live
user rather than from a speaker. The proposed de-
tection strategy relies on the observation that pop
noise has high energy in the low frequencies; e.g., in
0-100 Hz where it lasts for 20-100 ms. Pop noise lo-
cations are found in the input signal, and a two-class
SVM was used to classify if the received signal was
generated by the live user, or the attacker. This ap-
proach achieved promising results in detecting some
existing inaudible voice attacks, such as the Dolphin
Attack mentioned in Section 4.2.

Deep Learning based methods can be use-
ful, especially, for the detection of audio adversar-
ial examples. For example, Kokalj-Filipovic et al.
[100] showed that DNNs can detect inaudible voice
attacks, as a result of their preliminary studies.
Guan et al. [65] proposed a detection system for
autonomous vehicles by leveraging in-vehicle cam-
era images. More precisely, the proposed system ex-
tracts features from the camera images with a CNN,
and the voice commands with a Multilayer Percep-
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Figure 21: EarArray, proposed by Zhang et al. [199], measures the attenuation properties of the incoming
sound to determine if it is an inaudible voice command. In this diagram, “sig i” in the EarArray box
represents the voice signal captured by the i-th microphone.

tron. Then, it utilises multiple sensor fusion algo-
rithms to integrate the extracted features, and de-
termine if a voice command and a camera image
are semantically consistent, e.g., to determine if a
received “stop” voice command correlates with an
identified STOP traffic sign. The proposed system
achieved 89.2% classification accuracy. The source
code of their work is publicly available.

4.4. Inaudible Voice Attack Prevention

Inaudible voice attack prevention techniques aim
to defend VCS against inaudible voice attacks. The
main approach uses liveness detection to differenti-
ate the live human voice and the machine-induced
voice which is utilised in such attacks. Liveness de-
tection can be based on different items, including
the user and the environment. Related techniques
are further elaborated below.

Liveness detection based on users: User’s
motions and direction can be helpful for liveness de-
tection. For instance, Zhang and Das [201] leveraged
inaudible acoustic signals generated from a known
hand gesture to defend voice assistants against sev-
eral attacks, including inaudible voice attacks. The
proposed approach, called HandLock, was suggested
to be used as a second-factor authentication for
certain sensitive operations, such as for confirm-
ing purchases. The authors reported that HandLock
achieved 96.51% true positive rate, and 0.82% false
acceptance rate. As another example, Lee et al. [105]
presented a sonar-based liveness detection system to
check if the user’s direction is the same as the direc-
tion of the received voice command to protect smart
speakers against remote attackers. The proposed
system managed to deny remote voice attacks with

an average accuracy of 95.5% within a range of 2
meters. Shi et al. [165] proposed WearID, a training-
free voice authentication system which utilises aerial
voice in the vibration domain via motion sensors of
the user’s wearable device. The captured aerial voice
is verified with the captured voice in the audio do-
main for liveness detection. Other than the user’s be-
haviour, the voice itself can also be used for liveness
detection. For example, Ahmed et al. [2] introduced
a voice liveness detection system, which leverages
the differences in spectral power between live human
voice and voices replayed through speakers. While
the proposed system can avoid several voice attacks,
it achieved 100% detection rate against ultrasonic-
based inaudible voice attacks, covered in Section 4.2.

Liveness detection based on the environ-
ment: The environment where the target device is
located can give some clues for liveness detection.
To illustrate this approach, Meng et al. [121] pro-
posed WSVA, a device-free liveness detection sys-
tem utilising the wireless signals generated by Wi-Fi
devices in an IoT environment. The wireless signals
are utilised to capture the voice signal and the cor-
responding mouth motions, and to check the consis-
tency between them. WSVA achieved 99% detection
accuracy and 1% false acceptance rate.

4.5. Research Challenges & Directions
Inaudible voice commands are getting increasing

attention from the research community. Although a
number of approaches have been proposed, inaudible
voice attacks mostly utilise ultrasound. In addition,
attack distances are quite important for inaudible
voice attacks. Compared to other existing attacks,
light-based attacks provide the most promising re-
sults in terms of the attack distance. Nevertheless,
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they also introduce some new challenges, such as
opaque obstacles within the attack range impacting
their effectiveness.

Detecting inaudible voice attacks is not as
straightforward as differentiating audible sound
from inaudible sound. Considering attacks where
the produced sound is in the audible frequency
range only for the target device [85], or the pro-
duced inaudible sound is transmitted through audi-
ble sounds [30], more holistic approaches are needed
for a reliable detection mechanism. Among the ex-
isting detection methods, there is an increasing in-
terest in utilising microphone arrays as smart de-
vices contain multiple microphones [110, 199]. Fur-

thermore, the proposed detection methods mostly fo-
cus on ultrasonic-based inaudible voice attacks, and
overlook adversarial examples, as discussed in Sec-
tion 4.3. Although ML is used in many detection
methods, standalone DL approaches for inaudible
voice attack detection seem to be only emerging.

Despite various techniques that can be applied
to prevent some specific inaudible voice attacks, e.g.,
by developing microphones that are more robust to
attacks such as DolphinAttack, more comprehensive
approaches that are able to prevent VCS from a
range of attacks are needed. Liveness detection, cov-
ered in Section 4.4 is one of those approaches, and
provides promising results in many cases.
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