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Editorial

For the previous (sixth) issue of the Digital
Data Deception (DDD) Technology Watch Newslet-
ter, we decided to focus on deepfake technology, cov-
ering the state-of-the-art and state-of-practice. In
this issue we continue to cover deepfake technol-
ogy, particularly focusing on performance evaluation
and comparison. More precisely, this issue covers
deepfake-related metrics, standards, datasets, and
challenges/competitions/benchmarks. We also in-
cluded a meta-review of deepfake-related survey pa-
pers, focusing on performance evaluation and com-
parison. Two survey papers [15, 16] have been cov-
ered in the Chinese addendum of the newsletter NL-
2021-3. However, back then, we did not pay partic-
ular attention to performance evaluation and com-
parison; we do that in this issue.

Unlike previous issues, for this newsletter, we
combined the main English part and the Chinese
addendum into a single document for two main rea-
sons: 1) there are many overlaps between the En-
glish and the Chinese parts, e.g., English and Chi-
nese researchers use the same datasets and metrics;
2) splitting the content artificially (even if possible)
between English and Chinese parts would make the
results more fragmented and the big picture more
difficult to understand.

Research papers covered in this newsletter (i.e.,
the deepfake-related survey papers) were identified
via systematic searches into the scientific database
Scopus. Deepfake-related challenges, competitions
and benchmarks were identified via multiple sources:
the survey papers selected, research papers covered
in previous issues and from our personal collections,
general internet searches, and manual inspection of
websites of major AI-related conferences (where such
challenges and competitions are routinely organ-
ised). A comprehensive list of datasets was compiled

based on the survey papers and the challenges/com-
petitions/benchmarks identified. Relevant standards
were identified mainly via research papers covered
in this and previous issues of the newsletter, our
personal knowledge, and Google searches. For per-
formance metrics, we decided to cover those com-
monly used based on our own understanding, rele-
vant standards, the survey papers and the identified
challenges/competitions/benchmarks.

Although deepfake is a relatively new phe-
nomenon (having first appeared at the end of 2017),
its growth has been remarkable. According to the
2019 and 2020 Deeptrace reports on the state
of deepfake (https://sensity.ai/reports/), the
number of deepfake videos in the English-speaking
internet grew from 7,964 (December 2018) to 14,678
(July 2019) to 85,047 (December 2020), representing
a 968% increase from 2018 to 2020.

Despite being a hugely popular term, there is a
lack of consensus on the definition of “deepfake” and
the boundary between deepfakes and non-deepfakes
is not clear cut. For this newsletter, we adopt a rel-
atively more inclusive approach to cover all forms of
manipulated or synthetic media that are considered
deepfakes in a broader sense. We also cover closely
related topics including biometrics and multimedia
forensics, since deepfakes are often used to launch
presentation attacks against biometrics-based au-
thentication systems and detection of deepfakes can
be considered part of multimedia forensics. A more
detailed discussion on different definitions of “deep-
fake” and the scope of this newsletter is given in the
first section of the newsletter.

We hope you enjoy reading this issue. Feedback
is always welcome, and should be directed to ddd-
newsletter@kent.ac.uk.
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List of Acronyms

The following are acronyms used in this issue of the newsletter.

• 3DCNN: 3D Convolutional Neural Network

• AI: Artificial Intelligence

• ACER: Average Classification Error Rate

• ALAE: Adversarial Latent Autoencoders

• AP: Average Precision

• AR: Average Recall

• APCER: Attack Presentation Classification
Error Rate

• ARBM: Adaptive Restricted Boltzmann Ma-
chines

• ASVspoof: Automatic Speaker Verification
Spoofing

• ATFHP: Auto-driven Talking Face HeadPose

• AUC: Area Under Curve

• AWI: Approved new Work Item

• BCELoss: Binary Cross-Entropy Loss

• BPCER: Bona Fide Presentation Classifica-
tion Error Rate

• CASIA: Institute of Automation Chinese
Academy of Sciences

• CDCN: Central Difference Convolutional Net-
works

• CDR: Correct Detection Rate

• CER: Crossover Error Rate

• CNN: Convolutional Neural Network

• CSIG: China Society of Image and Graphics

• CVPR: Conference on Computer Vision and
Pattern Recognition

• DAN: Dual Attention Network

• DAPS: Device and Produced Speech

• DARPA: Defense Advanced Research Projects
Agency

• DFD: Deepfake Detection

• DFDC: Deepfake Detection Challenge

• DFFD: Diverse Fake Face Dataset

• DFGC: DeepFake Game Competition

• DL: Deep Learning

• DRM: Deep Relational Models

• DTS: Draft Technical Specification

• DVP: Deep Video Portraits

• ECCV: European Conference on Computer Vi-
sion

• EER: Equal Error Rate

• EMIME: Effective Multilingual Interaction in
Mobile Environments

• FAQ: Frequently Asked Questions

• FAR: False Alarm Rate

• FFW: Fake Faces in the Wild

• FN: False Negative

• FNR: False Negative Rate

• FOMM: First Order Motion Model

• FP: False Positive

• FPR: False Positive Rate

• FR: Full-Reference

• GAN: Generative Adversarial Network

• GANprintR: GAN-fingerprint Removal

• ICCV: International Conference on Computer
Vision

• ICIG: International Conference on Image and
Graphics

• IEC: International Electrotechnical Commis-
sion

• IGMD: Image GAN Manipulation Detection
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• IJCB: International Joint Conference on Bio-
metrics

• ISCA: International Speech Communication
Association

• ISO: International Organization for Standard-
isation

• ITU: International Telecommunication Union

• k-NN: k-Nearest Neighbours

• KoDF: Korean DeepFake Detection Dataset

• LA: Logical Access

• LDA: Linear Discriminant Analysis

• LSTM: Long Short-Term Memory

• LSUN: Large-scale Scene UNderstanding

• MediFor: Media Forensics

• MFC: Media Forensics Challenge

• MFCCs: MelFrequency Cepstral Coefficients

• ML: Machine Learning

• MOS: Mean Opinion Score

• MSE: Mean Squared Error

• MTCNN: Multi-Tasked Cascaded Convolu-
tional Network

• NIST: National Institute of Standards and
Technology

• NPCER: Normal Presentation Classification
Error Rate

• NR: No-Reference

• OpenMFC: Open Media Forensics Challenge

• PA: Physical Access

• PAD: Presentation Attack Detection

• PCA: Principal Component Analysis

• PQA: Perceptual Quality Assessment

• PSNR: Peak Signal-to-Noise Ratio

• RAVDESS: Ryerson Audio-Visual Database of
Emotional Speech and Song

• RNN: Recurrent Neural Network

• ROC: Receiver Operating Characteristic

• RR: Reduced-Reference

• SDF: Speech DeepFake

• SSIM: Structural Similarity Index Measure

• SVM: Support Vector Machine

• SynSig: Speech synthesis Special interest
group

• t-DCF: tandem Detection Cost Function

• tIoU: temporal Intersection over Union

• TN: True Negative

• TNR: True Negative Rate

• TP: True Positive

• TPR: True Positive Rate

• TR: Technical Report

• TS: Technical Specifications

• TTS: Text-to-Speech

• VC: Voice Conversion

• VCTK: Voice Cloning Toolkit

• VGMD: Video GAN Manipulation Detection

• VQA: Video Quality Assessment

• WP: Weighted Precision

• WS-DAN: Weakly Supervised Data Augmen-
tation Network

© 2021 University of Kent, UK Page 4



1. Definitions and Scope

1.1. Definitions
As its name implies, the term “deepfake” is de-

rived from the combination of “deep learning” (DL)
and “fake”. It is normally used to refer to manipula-
tion of existing media (image, video and/or audio) or
generation of new (synthetic) media using DL-based
approaches. The most commonly discussed deep-
fakes are fake face images, fake speech forgeries, and
fake videos that combine both fake images and fake
speech forgeries. While having “fake” in the word in-
dicates manipulated or synthesised media, there are
plenty of benign applications of the deepfake tech-
nology, e.g., for entertainment. As covered in the
Chinese addendum of the past issue of this newslet-
ter, the 2020 Tencent AI White Paper (《腾讯人工
智能白皮书：泛在智能》) called for the use of the
more neutral-sounding term “deep synthesis”. This
new term, however, has not been widely adopted.

In addition to the lack of a universal definition,
the boundary between deepfakes and non-deepfakes
is not clear cut. There are at least two important as-
pects we should consider, one on detection of deep-
fakes and the other on creation of deepfakes.

First, detection of deepfakes often follows very
similar approaches to detection of traditional fakes
generated without using deep-learning techniques.
Advanced detection methods have also started lever-
aging DL to improve their performance, but they do
not necessarily need to know how a target media is
created (deep or not). To some extent, one could ar-
gue that detecting deepfakes does not involve devel-
oping deepfake-specific methods (even though some
researchers choose to do so), but a more robust and
universal detector that can handle any (deep or not)
fake media. This point becomes evident if we look at
two closely related topics: biometrics and multime-
dia forensics. For biometrics, there is a trend of using
deep learning techniques to generate fake biomet-
ric signals (e.g., face images and videos) for biomet-
ric spoofing or presentation attacks. For multime-
dia forensics, deepfake-based forgeries have become
a new threat to the traditional problem of “forgery
detection”. For both topics, detection of biometric
spoofing and multimedia forgeries have evolved to
consider both deep and non-deepfakes.

Second, one may argue that the word “deep” in
“deepfake” does not necessarily refer to the use of
“deep learning”, but any “deep” (i.e., sophisticated)

technology that creates a very realistic fake media.
For instance, Brady [4] considered deepfake as audio-
visual manipulation using “a spectrum of technical
sophistication ... and techniques”. They also intro-
duced two new terms, Shallowfake and Cheapfake,
referring to “low level manipulation of audio-visual
media created with (easily) accessible software [or no
software] to speed, slow, restage or re-contextualise
content”. This broader understanding of “deepfake”
has also been adopted by law makers for new legis-
lations combating malicious deepfakes. For instance,
the following two United States acts define “deep-
fakes” as follows:

• 2018 Malicious Deep Fake Prohibition Act:
§1041.(b).(2): “the term ‘deep fake’ means an
audiovisual record created or altered in a man-
ner that the record would falsely appear to a
reasonable observer to be an authentic record
of the actual speech or conduct of an individ-
ual.”

• 2019 DEEP FAKES Accountability Act:
§1041.(n).(3): “The term ‘deep fake’ means
any video recording, motion-picture film, sound
recording, electronic image, or photograph, or
any technological representation of speech or
conduct substantially derivative thereof—
(A) which appears to authentically depict any
speech or conduct of a person who did not in
fact engage in such speech or conduct; and
(B) the production of which was substantially
dependent upon technical means, rather than
the ability of another person to physically or
verbally impersonate such person.”

As we can see from the above legal definitions of
“deepfake”, the use of DL as a technology is not
mentioned at all. The focus here is on “authentic-
ity”, “impersonation” and (any) “technical means”.

1.2. Scope
Based on the above discussion regarding def-

initions of deepfake, we can see it is not always
straightforward or meaningful to differentiate deep-
fakes from non-deepfakes. In addition, for our fo-
cus on performance evaluation and comparison, the
boundary between deepfakes and non-deepfakes is
even more blurred. This is because DL is just a spe-
cial (deeper) form of machine learning (ML), and as
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a result DL and non-deep ML methods share many
common concepts, metrics and procedures.

Despite the fact that deepfake may be under-
stood in a much broader sense, as a special issue
dedicated to technical aspects of deepfakes, we would
like to adopt a narrower focus to avoid covering too
many topics. We therefore define the scope of this
special issue as follows:

• For metrics and standards, we chose to include
all commonly used ones for evaluating gen-
eral ML methods and those specifically defined

for evaluating deepfake creation or detection
methods.

• For datasets, challenges, competitions and
benchmarks, we considered those related to
fake media covered in the deepfake-related sur-
vey papers and those with an explicit mention
of the term “deepfake” or a comparable term.

• For the meta-review, we considered only sur-
vey papers whose authors explicitly referred to
the term “deepfakes” in the metadata (title,
abstract and keywords).
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2. Deepfake-Related Performance Metrics & Standards

2.1. Introduction
In this issue, we have focused on performance

evaluation and comparison of deepfake generation
and detection methods. The metrics used for such
performance evaluations are at the core of our dis-
cussions. In this section, we review the performance
metrics that are commonly used to evaluate deepfake
generation and detection algorithms. This discussion
will also facilitate understanding of the later sections
of this newsletter. Note that all metrics covered in
this section are also commonly used for evaluating
performance of similar systems that are not for gen-
erating or detecting deepfakes. Therefore, this sec-
tion can be seen as a very brief tutorial on general
performance metrics.

In the last subsection we also briefly discuss how
the related performance metrics are covered in for-
mal standards. By “formal standards”, we refer to
standards defined following a formal procedure, of-
ten by one or more established standardisation bod-
ies such as the ISO (International Organization for
Standardization) and the IEC (International Elec-
trotechnical Commission). Note that we consider a
broad range of documents defined to be standards by
standardisation bodies, e.g., International Telecom-
munication Union (ITU) recommendations and ISO
technical reports (TRs).

2.2. The Confusion Matrix
Deepfake detection is primarily a binary classi-

fication problem. A binary classifier takes an input
that is actually positive or actually negative and out-
puts a binary value denoting it to be predicted pos-
itive or predicted negative. For example, a deepfake
detection system will take a suspected image as the
input that may be actually fake or actually real and
output predicted fake or predicted real.

A fundamental tool used in evaluating a binary
classifier is the confusion matrix that summarises
the success/failure of the classification model. On
one axis are the two actual values and on the other
axis are the two predicted values. The classifica-
tion is successful/correct/true (true positive and true
negative) when the actual and the predicted values
match. It is failed/incorrect/false (false positive and
false negative) when the actual and predicted values
do not match. Table 1 shows the confusion matrix
for a binary deepfake classifier (detector). The two
cells in green, TP (the number of true positives)
and TN (the number of true negatives), indicate
correct prediction results, and the two cells in red,
FN (the number of false negatives) and FP (the
number of false positives), indicate two different
types of errors when making incorrect prediction re-
sults.
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Table 1: Confusion matrix for a binary classifier for
detecting deepfake.

fake (predicted) real (predicted)
fake (actual) TP FN
real (actual) FP TN

2.3. Precision and Recall

Based on the four fundamental values introduced
in Section 2.2, i.e., TP, TN, FP and FN, we define
two important performance metrics for a binary clas-
sifier – precision and recall.

Precision of a binary classifier is defined as the
fraction of actually positive samples among all the
predicted positives. In the confusion matrix, it is the
fraction of true samples in the first column. It can
be formally defined as Eq. (1).

precision =
TP

TP + FP (1)

When the “natural” ratio between positive and
negative samples is significantly different from the
test set, it is often useful to adjust the weight of the
false positives, which leads to the weighted pre-
cision (wP) defined in Eq. (2), where α > 0 is a
weight determined by the ratio between the nega-
tive and positive samples.

wP =
TP

TP + αFP (2)

Recall of a binary classifier is the fraction of pre-
dicted positive samples among the actually positive
samples, as shown in Eq. (3). In the confusion ma-
trix, it is the fraction of true samples in the first
row.

recall = TP
TP + FN (3)

Let us consider an example binary classifier that
predicts if an image from a database containing both
deepfake and real (authentic) images is fake or not.
Precision of the classifier is the fraction of correctly
classified images among all images classified as deep-
fake. On the other hand, recall is the fraction of
deepfake images identified by the classifier, among
all deepfake images in the database.

2.4. True and False Positive Rates

Focusing on predicted positive samples, we can
also define two metrics: true positive rate (TPR),
also called correct detection rate (CDR), as the
fraction of the predicted positive samples among the
actually positive samples and false positive rate
(FPR), also called false alarm rate (FAR), as the
fraction of the predicted positive samples among the
actually negative samples, as shown in Eqs. (4) and
(5). In the confusion matrix, TPR is the fraction of
predicted positive samples in the first row and FPR
is the fraction of predicted positive samples in the
second row. Note that TPR is basically a different
name for recall (Eq. (3)).

TPR =
TP

TP + FN (4)

FPR =
FP

FP + TN (5)

2.5. True and False Negative Rates

Similar to true and false positive rates, we can
define two other rates focusing on negative predicted
results: true negative rate (TNR) indicating the
fraction of the predicted negative samples among the
actually negative samples, and false negative rate
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(FNR) indicating the fraction of the predicted neg-
ative samples among the actually positive samples,
as shown in Eqs. (6) and (7).

TNR =
TN

TN + FP (6)

FNR =
FN

FN + TP (7)

2.6. Sensitivity and Specificity

In some applications of binary classifiers, espe-
cially in biology and medicine, the TPR and the
TNR are more commonly used, and they are often
called sensitivity (TPR) and specificity (TNR).
The focus of these two terms is on the two types of
correctness of the predicted results. These are less
used in deepfake-related research, hence, we will not
refer to them in the remainder of this newsletter.

2.7. Equal Error Rate

Focusing on error rates means that we need to
consider the FPR and the FNR. These two rates
normally conflict with each other so that reducing
one rate normally leads to an increase in the other.
Therefore, rather than trying to reduce both error
rates at the same time, which is normally impossi-
ble, the more realistic task in practical applications
is to find the right balance so that they are both
below an acceptable threshold.

In some applications, such as biometrics, peo-
ple are particularly interested in establishing the so-
called equal error rate (EER) or crossover error
rate (CER), the point where the FPR and the FNR
are equal. The EER/CER is not necessarily a good
metric for some applications, especially when the two
types of errors are of different levels of importance,
e.g., for detecting critical deepfakes (e.g., fake news
that can influence how people cast their votes) we
can often tolerate more false positives (false alarms)
than false negatives (missed alarms).

2.8. Accuracy and F-Score

In addition to the EER/CER, there are also
other metrics that try to reflect both types of errors,
in order to give a more balanced indication of the
overall performance of a binary classifier. The two
most commonly used are accuracy and F-score

(also called F-measure). Both metrics can be de-
fined based on the four fundamental values (TP, TN,
FP and FN).

Accuracy of a binary classifier is defined as the
fraction of correctly predicted samples (true positives
and true negatives) among the total number of sam-
ples that have been classified, as shown in Eq. (8).

accuracy =
TP + TN

TP + TN + FP + FN (8)

The F-score of a binary classifier is actually a
family of metrics. Its general form can be described
based on a parameter β as defined in Eq. (9).

Fβ = (1 + β2) · precision · recall
β2 · precision + recall (9)

The most widely used edition of all F-scores is
the so-called F1-score, which is effectively the F-
score with β = 1. More precisely, it is defined as
shown in Eq. (10).

F1 = 2 · precision · recall
precision + recall =

2TP
2TP + FP + FN (10)

2.9. Receiver Operating Characteristic
Curve and Area Under Curve

ROC (receiver operating characteristic)
curves are commonly used to measure the perfor-
mance of binary classifiers that output a score (or
probability) of prediction.

Consider the following. Let S be the set of all test
samples and let the output scores f(s) (for all s ∈ S)
lie in the interval [a, b] on the real line. Let t ∈ [a, b]
be a prediction threshold for the model, and assume
that the classifiers works as follows for all s ∈ S:

class(s) =
{

positive, if f(s) ≥ t, and
negative, otherwise. (11)

It is easy to see that, for t = a, all the samples
will be classified as positive, leading to FN = TN = 0
so TPR = FPR = 1; while for t = b, all the
samples will be classified as negative, leading to
FP = TP = 0 so TPR = FPR = 0. For other thresh-
old values between a and b, the values of TPR and
FPR will normally be between 0 and 1. By changing
t from a to b continuously, we can normally get a
continuous curve that describes how the TPR and
FPR values change from (0,0) to (1,1) on the 2D
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plane. This curve is the ROC curve of the binary
classifier.

For a random classifier, assuming that f(s) dis-
tributes uniformly on [a, b] for the test set, we
can mathematically derive its ROC curve being the
TPR = FPR line, whose area under the ROC curve
(AUC) is 0.5. For a binary classifier that performs
better than a random predictor, we can also mathe-
matically prove that its AUC is always higher than
0.5, with 1 being the best possible value. Note that
no binary classifier can have an AUC below 0.5, since
one can simply flip the prediction result to get a bet-
ter predictor with an AUC of 1−AUC. The relation-
ship between the ROC and the AUC is graphically
illustrated in Figure 1.
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Figure 1: A representative ROC curve showing how
TPR and FPR change w.r.t. the (hidden) threshold
t. The area under the (ROC) curve (AUC) is shown
in grey.

2.10. Log Loss

Another widely used performance metric for bi-
nary classifiers that can return a probability score for
the predicted label is log loss. For a binary classifi-
cation with a true label y ∈ {0, 1} and an estimated
probability p = Pr(y = 1), the log loss per sample is
the negative log-likelihood of the classifier given the
true label, defined as shown in Eq. (12).

Llog(y, p) = −(y log(p) + (1− y) log(1− p)) (12)

Given a testing set with n samples, the log loss
score of a binary classifier can be calculated using

Eq. (13), where yi is 1 if the i-th sample is true and
0 if false, and ŷi is the predicted probability of yi = 1.

LL = − 1

n

n∑
i=1

[yi log(ŷi) + (1− yi) log(1− ŷi)] (13)

2.11. Extension to Multi-class Classifiers
All metrics that are defined based on the four

basic values TP, TN, FP and FN can be easily ex-
tended to multi-class classification by considering
the prediction to be true or false individually with
respect to each class. For example, if the system is
classifying animals (cats, dogs, horses, lions, tigers,
etc.), then a true positive prediction of an image to
be of a cat, would simultaneously be true negative
predictions for the remaining classes (dogs, horses,
lions, tigers, etc.). If an image of a cat is incorrectly
predicted to be that of a dog, it would be a false
negative with respect to a cat, a false positive with
respect to a dog, and a true negative with respect to
all other classes.

2.12. Perceptual Quality Assessment
(PQA) Metrics

By definition, the main goal of deepfakes is to
make it hard or impossible for human consumers
(listeners or viewers) to distinguish fake media from
real media. Therefore, when evaluating the quality
of deepfake media, the quality perceived by human
consumers of the media is key. This calls for sub-
jective assessment of the perceptual quality of the
deepfake media as the “gold standard”. The most
widely used subjective perceptual quality assessment
(PQA) metric for audio-visual signals is mean opin-
ion score (MOS), which has been widely used by
the signal processing and multimedia communica-
tion communities, including digital TV and other
multimedia-related consumer applications. As its
name implies, MOS is calculated by averaging the
subjective scores given by a number of human judges,
normally following a numerical scale between 1 and
5 or between 0 and 100. MOS has been used in some
deepfake-related challenges (see Section 4.3) and also
for evaluating and comparing the quality (realness/-
naturalness) of deepfake datasets (see Section 3.6).

As a general subjective PQA metric, MOS has
been standardised by the ITU in ITU-T Recommen-
dation P.800 “Mean opinion score (MOS) terminol-
ogy”. There are also ITU standards defining more
specific subjective Video Quality Assessment (VQA)
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metrics and the standard procedures one should
follow to conduct VQA user studies, e.g., ITU-T
Recommendation P.910 “Subjective video quality
assessment methods for multimedia applications”.
Note that the ITU standards focus more on tra-
ditional perceptual quality, i.e., how good a signal
looks or sounds, even if it looks or sounds not real
(e.g., too smooth). On the other hand, for deepfakes,
the focus is rather different because what matters is
the realness and naturalness of the created media,
i.e., how real and natural it looks or sounds, even
if it is of low quality. To some extent, we can also
consider realness and naturalness as a special aspect
of perceptual quality.

One major problem of subjective PQA metrics
like MOS is the need to recruit human judges and to
have a well-controlled physical testing environment
and protocol, which are not easy for many applica-
tions. To help reduce the efforts and costs of con-
ducting PQA-related user studies, various objective
PQA metrics have been proposed, where the term
“objective” refers to the fact that such metrics are
human-free, i.e., automatically calculated following
a computational algorithm or process. Depending on
whether a reference exists, such objective PQA met-
rics can be largely split into three categories: full-
reference (FR) metrics (when the original “perfect-
quality” signal is available as the reference), reduced-
reference (RR) metrics (when some features of the
original “perfect-quality” signal are available as the
reference), and no-reference (NR) metrics (when the
original signal is unavailable or such an original sig-
nal does not exist). For deepfakes, normally NR or
RR metrics are more meaningful because the “fake”
part of the word means that part of the whole data
does not exist in the real world, hence a full refer-
ence cannot be obtained. RR metrics are still rele-

vant because deepfakes are often produced for a tar-
get’s specific attributes (e.g., face and voice), where
the reduced reference will be such attributes. NR
metrics will be useful to estimate the realness and
naturalness of a deepfake, simulating how a human
judge would rate it in a controlled subjective PQA
user study.

PQA is a very active research area and many
PQA metrics have been proposed, some of which
have been widely used in real-world products
and services, e.g., mean squared error (MSE),
peak signal-to-noise ratio (PSNR) and struc-
tural similarity index measure (SSIM) for FR
PQA of digital images and videos defined as in
Eqs. (14), (15), and (16), respectively, where X =
{xi}ni is the reference (the original signal), Y = {yi}ni
is the signal whose visual quality is assessed, n is the
number of pixels in X and Y , L is the maximum
possible pixel value of X and Y (e.g., 255 for 8-bit
gray-scale images), c1 = (k1L)

2 and c2 = (k2L)
2) are

two stablising parameters (k1 = 0.01 and k2 = 0.03
by default). For more about PQA metrics for differ-
ent types of multimedia signals, we refer readers to
some recent surveys [1, 21, 35].

MSE(X,Y ) =
n∑

i=1

(yi − xi) (14)

PSNR(X,Y ) = 10 log10
(

L2

MSE

)
(15)

SSIM(X,Y ) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)
(16)

2.13. More about Standards

Many of the basic performance metrics described
in this section have been widely used by deepfake re-
searchers as de facto standards, e.g., EER, log loss
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and MOS have been widely used in deepfake-related
challenges (see Section 4). Also, the combination of
precision, recall and F1-score has been widely used to
assess performance of binary classifiers. While there
have been a number of ITU standards on PQA to
date, there does not seem to be many standardis-
ation efforts on the performance metrics for evalu-
ation of binary classifiers. This was the case until
at least 2017, when ISO and IEC jointly set up the
ISO/IEC JTC 1/SC 42, a standardisation subcom-
mittee (SC) focusing on AI under ISO/IEC JTC 1,
the joint technical committee for standardising “in-
formation technology”.

One recent effort that ISO/IEC JTC 1/SC 42
made is to produce the ISO/IEC TR 24029-1:2021
“Artificial Intelligence (AI) – Assessment of the ro-
bustness of neural networks – Part 1: Overview”,
a technical report (TR) that systematically covers
many commonly used performance assessment con-
cepts, methods and metrics. Although the technical
report has “neural networks” in its title, most per-
formance assessment concepts, methods and metrics
included are common ones for all supervised machine
learning models.

In terms of performance metrics, two other on-
going work items of the ISO/IEC JTC 1/SC 42 that
deserve attention are:

• ISO/IEC DTS 4213 “Information technology –
Artificial Intelligence – Assessment of machine
learning classification performance”

• ISO/IEC AWI TS 5471 “Artificial intelligence
– Quality evaluation guidelines for AI systems”

In the codes of these work items, the acronyms have
the following meaning: DTS = Draft Technical Spec-

ification, AWI = Approved Work Item, and TS =
Technical Specifications.

While the ISO/IEC JTC 1/SC 42 was created
very recently, another standardisation subcommit-
tee under ISO/IEC JTC1 has a much longer his-
tory of nearly 20 years: the ISO/IEC JTC 1/SC
37 that focuses on biometrics-related technology.
This standardisation subcommittee is highly rele-
vant for deepfake since deepfake faces can be used
to spoof biometrics-based user authentication sys-
tems. In this context, the following three standards
are of particular relevance.

ISO/IEC 19795-1:2021 “Information technology
– Biometric performance testing and reporting –
Part 1: Principles and framework”: This standard
covers general metrics about evaluating biometric
systems. Two major metrics in this context are false
accept rate (FAR) and false reject rate (FRR),
which refer to the standard FPR and FNR, re-
spectively. This standard also deprecates the use of
single-number metrics including the EER and AUC
(which were widely used in biometrics-related re-
search in the past).

ISO/IEC 30107-1:2016 “Information technology
– Biometric presentation attack detection – Part
1: Framework”: This standard defines a general
framework about presentation attack detection
(PAD) mechanisms, where the term “presentation
attack” refers to the “presentation of an artefact or
of human characteristics to a biometric capture sub-
system in a fashion intended to interfere with system
policy”. It focuses on biometric recognition systems,
where a PAD mechanism is a binary classifier trying
to predict presentation attacks (also called attack
presentations, e.g., fake faces) as positive and bona
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fide (real) presentations as negative.
ISO/IEC 30107-3:2017 “Information technology

– Biometric presentation attack detection – Part
3: Testing and reporting”: This standard defines a
number of special performance metrics for evaluat-
ing PAD mechanisms standardised in the ISO/IEC
30107-1:2016. Three such metrics look at error rates:
attack presentation classification error rate
(APCER) referring to the standard FPR, nor-
mal/bona fide presentation classification er-
ror rate (NPCER/BPCER) referring to the stan-
dard FNR, and average classification error rate
(ACER) that is defined as the average of the APCER
and the NPCER/BPCER. Such metrics have been
used in biometrics-related challenges such as Face
Anti-spoofing (Presentation Attack Detection) Chal-
lenges. When deepfake images or videos are used to
spoof a biometric system, such standardised metrics
will become relevant.

2.14. Editorial Summary
This section provided a comprehensive summary

of performance metrics used for evaluating and
benchmarking binary classifiers. It is rare that all
such metrics are used for a specific application. In-
stead, one or several are chosen based on specific
needs. For a deepfake detection system as a bi-
nary classifier, many researchers choose to use overall

metrics such as accuracy, AUC, EER and log loss,
but the combination of precision, recall and F1-score
is also common. Some deepfake-related challenges
and competitions have introduced their own specific
metrics, some of which will be described in Section 4.
The use of different performance metrics can make
comparison of different reported results more diffi-
cult, so we hope the expected new ISO/IEC standard
particularly ISO/IEC 4213 will help.

It is worth mentioning that, in addition to eval-
uating performance of deepfake detectors, the in-
troduced performance metrics for evaluating binary
classifiers can also be used to evaluate performance
of deepfake generation methods by considering how
deepfake detectors fail. For instance, organisers of
the Voice Conversion Challenge 2018 and 2020 used
this approach to benchmark how well voice conver-
sion (VC) systems can generate high-quality fake
speech samples.

Another point we would like to mention is that
for deepfake videos there are two levels of perfor-
mance metrics: those at the frame level (metrics of
each frame), and those at the video level (metrics for
the whole video). Generally speaking, the latter can
be obtained by averaging the former for all frames,
potentially following an adaptive weighting scheme,
so that more important (key) frames will be counted
more.
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3. Deepfake-Related Datasets

Table 2: Deepfake-related datasets

Dataset Size Year
SwapMe and FaceSwap dataset 4310 images 2017

Fake Faces in the Wild (FFW) dataset 53,000 images (from 150
videos)

2018

generated.photos datasets 2.7 million images Since 2018
MesoNet Deepfake Dataset 19,509 images 2018

100K-Generated-Images 100,000 images 2019
Ding et al.’s swapped face dataset 420,053 images 2019

iFakeFaceDB 87,000 images 2019
Faces-HQ 40,000 images 2019-20

CelebA-Spoof 625,537 images 2020
Diverse Fake Face Dataset (DFFD) 299,039 images 2020

DeepfakeTIMIT 620 videos 2018
FaceForensics (FF) 1,004 videos 2018

UADFV dataset 98 videos 2018
DFDC (Deepfake Detection Challenge) preview dataset 5,244 videos 2019

FaceForensics++ (FF++) 5,000 videos 2019
Deep Fakes Dataset 142 videos 2019-20

Celeb-DF v1 1,203 videos 2020
Celeb-DF v2 6,229 videos 2020

DeepFake Detection (DFD) dataset 3,363 videos 2019
DeeperForensics-1.0 60,000 videos 2020

DFDC (Deepfake Detection Challenge) full dataset 128,154 videos 2020
FFIW10K (Face Forensics in the Wild) dataset 10,000 videos 2021
Korean DeepFake Detection Dataset (KoDF) 37,942 videos 2021

VideoForensicsHQ 1,737 videos 2021
WildDeepfake 7,314 face sequences (from 707

videos)
2021

Voice Conversion Challenge 2016 dataset 2,160 “real” utterances + 918
“fake” utterances

2016

Voice Conversion Challenge 2018 dataset 1,392 “real” utterances + 1,190
“fake” utterances

2018

ASVspoof 2019 dataset (Logical Access task) 121,461 utterances 2019
Voice Conversion Challenge 2020 dataset 2,030 “real” utterances + 1,475

“fake” utterances
2020

Baidu Research dataset 134 utterances 2020
ASVspoof 2021 Challenge – Logical Access Database 7.8 GB (compressed) 2021

ASVspoof 2021 Challenge – Speech Deepfake Database 34.5 GB (compressed) 2021
NIST Open Media Forensics Challenge Datasets Over 1,000 images and over 100

videos
2020

ForgeryNet dataset 2,896,062 images and 221,247
videos

2021
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3.1. Introduction

In this section, we cover all deepfake-related
datasets that we identified from the meta-review
of deepfake-related survey papers, deepfake-related
challenges/competitions/benchmarks covered, an
online collection of deepfake-related datasets on
GitHub, and our personal collections. Table 2 shows
basic information about these datasets. We will ex-
plain each of them by splitting them into four cat-
egories: deepfake image datasets, deepfake video
datasets, deepfake audio/speech datasets, and hy-
brid deepfake datasets (mainly mixed image and
video datasets).

Note that many datasets of real (authentic) me-
dia were also used by deepfake researchers for two
purposes. First, any detectors would need both fake
and real media to demonstrate their performance.
Second, real media has also been used to train deep-
fake generators as the training set. In this section,
we include only datasets containing deepfake media,
some of which contain both deepfake and real media.

Some datasets, especially those created for
deepfake-related challenges and competitions, have
separate subsets for training and evaluation (testing)
purposes. The split is necessary for such challenges
and competitions, but not very useful for people who
just want to use such datasets. Therefore, in this sec-
tion when introducing such datasets we will ignore
such level of detail and focus on the type and volume
of media represented, including the number of real
and fake samples.

3.2. Deepfake Image Datasets

SwapMe and FaceSwap dataset (Google
Drive, arXiv.org preprint, published paper): This
dataset contains 4,310 images, including 2,300
real images and 2,010 fake images created using
FaceSwap and the SwapMe iOS app (now discon-
tinued).

Fake Faces in the Wild (FFW) dataset
(web page, GitHub, published paper): This dataset
contains 131,500 face images, including 78,500 im-
ages extracted from 150 videos in the FaceForensics
dataset and 53,000 images extracted from 150 fake
videos collected from YouTube.

generated.photos datasets (web page): This
is a number of commercial datasets provided by Gen-
erated Media, Inc., with approximately 2.7 million
synthetic face images generated by StyleGAN. A

free edition with 10,000 128x128 synthetic images
is made available for academic research. The web-
site also provides an interactive face generator and
an API. The generated.photos datasets have a good
diversity: five age groups (infants, children, youth,
adults, middle-aged), two genders (male and female),
four ethnicities (white, black, Latino, Asian), four
eye colours (brown, grey, blue, green), four hair
colours (brown, black, blond, gray), three hair length
(short, medium, long), facial expressions, three head
poses (front facing, left facing, right facing), two
emotions (joy and neutral), and two face styles (nat-
ural, beautified). According to a number of publi-
cations, an earlier 100K-Faces dataset was released
by generated.photos for academic research in 2018,
which was used by many researchers. This dataset is
no longer available.

MesoNet Deepfake Dataset (GitHub, pCloud
download link, arXiv.org preprint, published paper):
This dataset includes 19,457 face images, including
7,948 deepfake images generated from 175 forged
videos collected online and 11,509 real face images
collected from various online sources. (Table 2 of
the paper shows the dataset size is 19,509, however
the dataset downloaded from pCloud contains just
19,457 images.)

100K-Generated-Images (Karras et al.,
2018-19) (Google Drive, GitHub, arXiv.org
preprint): This dataset includes 100,000 synthesised
face, bedroom, car and cat images by a GAN gen-
erator trained based on real images in the FFHQ
and LSUN datasets (three object types – bedrooms,
cars and cats – for the latter). Note that the name
“100K-Generated-Images” was not deliberate as the
authors (Karras et al.) just used this to name a sub-
folder of their Google Drive shared space, but it was
used in one of the survey papers [29].

Ding et al.’s swapped face dataset (password-
protected Dropbox download link, arXiv.org
preprint, published paper): This dataset contains
420,053 images of celebrities, including 156,930 real
images downloaded using the Google Image API
and 263,123 fake face-swapped images created using
two different methods (Nirkin’s method and Auto-
Encoder-GAN).

iFakeFaceDB (GitHub, arXiv.org preprint,
published paper): This dataset includes 87,000
224x224 face images, generated by processing
StyleGAN-generated synthetic images using the
GAN-fingerprint Removal approach (GANprintR)
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proposed by Neves et al. In an earlier version of
their paper, Neves et al. also released a dataset called
FSRemovalDB (GitHub, arXiv.org preprint), with
150,000 face images generated using an earlier ver-
sion of GANprintR. They have later replaced FSRe-
movalDB by iFakeFaceDB and removed the former’s
GitHub repo.

Faces-HQ (GitHub, Google Drive, arXiv.org
preprint): This dataset includes 40,000 images, half
real and half deepfake. The images were collected
from four sources: the CelebA-HQ dataset, the
Flickr-Faces-HQ dataset, the 100K-Faces dataset
hosted on generated.photos (not available any
longer, see the description of generated.photos
datasets), and thispersondoesnotexist.com.

CelebA-Spoof (GitHub, Google Drive,
arXiv.org preprint, published paper, YouTube): This
dataset includes 625,537 synthesised face images of
10,177 celebrities, with 43 rich attributes on face,
illumination, environment and spoof types. The real
images were selected from the CelebA dataset. The
43 attributes include 40 for real images, covering all
facial components and accessories (e.g., skin, nose,
eyes, eyebrows, lip, hair, hat, eyeglass), and 3 for
fake images, covering spoof types, environments and
illumination conditions.

Diverse Fake Face Dataset (DFFD) (Google
Form for requesting access, web page, arXiv.org
preprint): This dataset contains 299,039 images,
including 58,703 real images sampled from three
datasets (FFHQ, CelebA and FaceForensics++) and
240,336 fake ones in four main facial manipulation
types (identity swap, expression swap, attribute ma-
nipulation, and entire synthesis). The images cover
two genders (male and female), a wide age range (the
majority between 21 and 50 years old), and both low
and high quality levels.

3.3. Deepfake Video Datasets

DeepfakeTIMIT (Zenodo, web page, arXiv.org
preprint, published paper): This dataset contains
620 deepfake face videos, generated by face swapping
without manipulation of audio, covering 32 subjects
and two quality levels (high and low).

FaceForensics (FF) (Google Form for request-
ing access, web page, arXiv.org preprint): This
dataset contains 1,004 face videos with over 500,000
frames, covering various quality levels and two types
of facial manipulation. This dataset is now replaced
by the larger FaceForensics++ dataset (see below).

UADFV dataset (Google Form for requesting
access, GitHub, arXiv.org preprint, published pa-
per): This dataset contains 98 face videos, half (49)
are real ones downloaded from Youtube, and the
other half are fakes generated using the FakeApp
mobile application (now discontinued). The video
dataset was created to demonstrate a deepfake video
detection method based on detection of eye blink-
ing behaviours, hence all videos contain at least one
eye-blinking event. All fake videos were created by
swapping the original face in each of the real videos
with the face of the actor Nicolas Cage, thus, only
one subject is represented.

Deep Fakes Dataset (Google Form for request-
ing access, web page, arXiv.org preprint, published
paper): This dataset contains 142 “in the wild” deep-
fake portrait videos, collected from a range of on-
line sources including news articles, online forums,
mobile apps, and research presentations. The videos
are diverse, covering the source generative model,
resolution, compression, illumination, aspect-ratio,
frame rate, motion, pose, cosmetics, occlusion, con-
tent, and context.

DFDC (Deepfake Detection Challenge)
preview dataset (web page, download website,
arXiv.org preprint): This dataset contains 5,244 face
videos of 66 subjects with both face and voice ma-
nipulation. It was released as a preview of the full
dataset of the 2020 Deepfake Detection Challenge
(DFDC, see below).

FaceForensics++ (FF++) (Google Form for
requesting access, GitHub, YouTube, arXiv.org
preprint, published paper): This dataset contains
5,000 face videos with over 1.8 million manipulated
frames, including 1,000 real videos (with 509,914
frames) downloaded from YouTube, and 4,000 fake
videos created using four face manipulation meth-
ods (Deepfakes, Face2Face, FaceSwap and Neu-
ralTextures). The videos cover two genders (male
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and female), and three quality levels (VGA/480p,
HD/720p, and FHD/1080p).

Celeb-DF v1 (Google Form for requesting ac-
cess, Tencent Form for requesting access, GitHub,
YouTube): This dataset contains 1,203 face videos
of celebrities, including 408 real videos collected
from YouTube with subjects of different ages, ethnic
groups and genders, and 795 deepfake videos synthe-
sised from these real videos.

Celeb-DF v2 (Google Form for requesting ac-
cess, Tencent Form for requesting access, web page,
GitHub, arXiv.org preprint, published paper): This
dataset contains 6,229 face videos of celebrities, in-
cluding 590 real videos collected from YouTube with
subjects of different ages, ethic groups and genders,
and 5,639 deepfake videos synthesised from these
real videos.

DeepFake Detection (DFD) Dataset
(Google Form for requesting access, GitHub, Google
AI blog): This dataset contains 3,363 face videos,
covering 28 subjects, gender, and skin colour. It was
created as a joint effort between two units of Google
Inc.: Google AI and JigSaw.

DeeperForensics-1.0 (Google Form for re-
questing access, GitHub, arXiv.org preprint, pub-
lished paper): This dataset contains 60,000 indoor
face videos (with 17.6 million frames) generated by
face swapping, covering 100 subjects, four skin tones
(white, black, yellow, brown), two genders (male and
female), different age groups (20-45), 26 nationali-
ties, 7 different angles, 8 face expressions, and dif-
ferent head poses.

DFDC (Deepfake Detection Challenge)
full dataset (web page, download website, Kaggle
competition, Facebook AI blog, arXiv.org preprint):
This dataset contains 128,154 face videos of 960 sub-
jects, including 23,654 real videos from 3,426 paid ac-
tors and 104,500 deepfake videos created using eight
different methods (DF-128, DF-256, MM/NN face
swap, NTH, FSGAN, StyleGAN, refinement, and au-
dio swap).

FFIW10K (Face Forensics in the Wild)
dataset (GitHub, arXiv.org preprint): This dataset
contains 10,000 high-quality forgery videos, with
video- and face-level annotations. The dataset fo-
cuses on a more challenging case for forgery detec-
tion: each video involves one to 15 individuals, but
only some (a minority of) faces are manipulated. On
the GitHub page, the authors promised to release
the dataset before 15th June 2021, but as of 13th

July 2021 it has not been released.
Korean DeepFake Detection Dataset

(KoDF) (web page, download web page, arXiv.org
preprint): This dataset contains 37,942 videos of
paid subjects (395 Koreans and 8 Southeastern
Asians), including 62,166 real videos and 175,776
fakes created using six methods – FaceSwap, Deep-
FaceLab, FSGAN, First Order Motion Model
(FOMM), Audio-driven Talking Face HeadPose
(ATFHP) and Wav2Lip. The videos cover a bal-
anced gender ratio and a wide range of age groups.

VideoForensicsHQ (arXiv.org preprint, pub-
lished paper): This dataset contains 1,737 videos
with 1,666,816 frames, including 1,339,843 real
frames and 326,973 fake frames generated using the
Deep Video Portraits (DVP) method. The origi-
nal videos were obtained from three sources: the
dataset used in the SIGGRAPH Asia 2019 “Neu-
ral Style-Preserving Visual Dubbing”, the Ryerson
Audio-Visual Database of Emotional Speech and
Song (RAVDESS), and YouTube. Most videos have a
resolution of 1280×720. The paper does not mention
how to download the dataset, so one has to contact
the authors.

WildDeepfake (Google Form for requesting ac-
cess, GitHub, arXiv.org preprint): This dataset con-
tains 7,314 face sequences extracted from 707 deep-
fake videos that were collected solely from the in-
ternet. It covers diverse scenes, multiple persons in
each scene and rich facial expressions. In contrast
to other deepfake video datasets, WildDeepfake con-
tains only face sequences not full videos. This makes
the dataset somewhere between an image dataset
and a video one. This has been kept in the video
category since the selection process was more video-
focused.

3.4. Deepfake Audio/Speech Datasets

Voice conversion (VC) is a technology that can
be used to modify an audio and speech sample so
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that it appears as if spoken by a different (target)
person than the original (source) speaker. Obviously,
it can be used to generate deepfake audio/speech
samples. The biennial Voice Conversion Challenge
that started in 2016 is a major challenge series
on VC. Datasets released from this challenge series
are very different from other deepfake datasets: the
deepfake data is not included in the original dataset
created by the organisers of each challenge, but in
the participant submissions (i.e., re-targeted/fake
utterances were produced by VC systems built by
participants). The challenge datasets also include
the evaluation (listening-based) results of all sub-
missions. Some fake utterances may be produced by
DL-based VC systems, so we consider all datasets
from this challenge series relevant for the purpose of
this issue.

Voice Conversion Challenge 2016 database
(dataset web page, challenge web page, paper on
the challenge, result analysis paper 1, result analysis
paper 2): The original dataset created by the chal-
lenge organisers was derived from the DAPS (Device
and Produced Speech) Dataset. It contains 216 ut-
terances (162 for training and 54 for testing) per
speaker from 10 speakers. Participating teams (17)
developed their own VC systems for all 25 source-
target speaker pairs, and then submitted generated
utterances for evaluation. At least six participating
teams used DL-related techniques (LSTM, DNN) in
their VC systems (see Table 2 of result analysis pa-
per 2), so the submitted utterances are considered
deepfakes.

Voice Conversion Challenge 2018 database
(dataset web page, challenge web page, paper 1, pa-
per 2): The original dataset created by the challenge
organisers was also based on the DAPS dataset. It
contains 116 utterances (81 for training and 35 for
testing) per speaker from 12 speakers in two dif-
ferent tasks (called Hub and Spoke). Participating
teams (23 in total, all for Hub and 11 for Spoke)
developed their own VC systems for all 16 source-
target speaker pairs, and then submitted gener-
ated utterances for evaluation. Compared with the
2016 challenge, more participating teams used DL-
related techniques (e.g., WaveNet, LSTM, DNN, Cy-
cleGAN, DRM – deep relational models, and ARBM
– adaptive restricted Boltzmann machines) in their
VC systems.

Voice Conversion Challenge 2020 database
(dataset @ GitHub, Paper 1, Paper 2): This dataset

is based on the Effective Multilingual Interaction
in Mobile Environments (EMIME) dataset, a bilin-
gual (Finnish/English, German/English, and Man-
darin/English) database. It contains 145 utterances
(120 for training and 25 for testing) per speaker from
14 speakers for two different tasks (with 4 × 4 and
4× 6 source-target speaker pairs, respectively). Par-
ticipating teams (33 in total, out of which 31 were for
Task 1 and 28 for Task 2) developed their own VC
systems for all source-target speaker pairs, and then
submitted generated utterances for evaluation. Com-
pared with the 2018 challenge, DL-based VC systems
were overwhelmingly used by almost all participat-
ing teams (WaveNet and WaveGAN among the most
used DL-based building blocks).

A major set of deepfake speech datasets were cre-
ated for the ASVspoof (Automatic Speaker Veri-
fication Spoofing and Countermeasures) Challenge
(2015-2021, held biannually). The datasets for the
2019 and 2021 contain speech data that can be con-
sidered deepfakes.

ASVspoof 2019 Challenge database (Zen-
odo, arXiv.org preprint, published paper): This
dataset is based on the Voice Cloning Toolkit
(VCTK) corpus, a multi-speaker English speech
database captured from 107 speakers (46 males and
61 females). Two attack scenarios were considered:
logical access (LA) involving spoofed (synthetic or
converted) speech, and physical access (PA) involv-
ing replay attacks of previously recorded bona fide
recordings). For our purpose in this issue of the
newsletter, the LA scenario is more relevant. The
LA part of the dataset includes 12,483 bona fide
(real) utterances and 108,978 spoofed utterances.
Some of the spoofed speech data for the LA scenario
were produced using a generative model involving
DL-based techniques such as long short-term mem-
ory (LSTM), WaveNet, WaveRNN, and WaveCycle-
GAN2. Note that the challenge organisers did not
use the term “deepfake” explicitly, despite the fact
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that the DL-generated spoofed speech data can be
considered deepfakes.

ASVspoof 2021 Challenge – Logical Access
Database (Zenodo): This dataset contains bona
fide and spoofed speech data for the logical access
(LA) task. The challenge is still ongoing and we did
not find a detailed paper on the dataset, so cannot
include more details other than its size (7.8 GB af-
ter compression). Although we did not see details of
the generative algorithms used to produce spoofed
speech data, we believe similar DL-based algorithms
were used for the 2019 challenge.

ASVspoof 2021 Challenge – Speech Deep-
fake Database (Zenodo): In 2021, the challenge in-
cluded an explicitly defined track on deepfake, but
the task description suggests that the organisers of
the challenge considered a broader definition of the
term “deepfake” by looking at spoofing human lis-
teners rather than ASV (Automatic Speaker Verifi-
cation) systems. The challenge is still ongoing and
we did not find a detailed paper on the dataset, so
cannot include more details other than its size (34.5
GB after compression).

Possibly, because of the long history and wide
participation of the community in the ASVspoof
challenges for creating the dedicated datasets, there
are very few other deepfake audio/speech datasets.
One such dataset was created by a group of re-
searchers from Baidu Research (website, published
paper). This dataset was created to demonstrate a
proposed voice cloning method. It is relatively small,
and contains 134 utterances, including 10 real ones,
120 cloned ones, and 4 manipulated ones. Another
dataset was created by Google AI and Google News
Initiative (blog article), but was made part of the
ASVspoof 2019 dataset. This dataset contains thou-
sands of phrases spoken by 68 synthetic “voices” cov-
ering a variety of regional accents.

3.5. Hybrid Deepfake Datasets

NIST OpenMFC (Open Media Forensics
Challenge) Datasets (web page): These datasets
were created by the DARPA Media Forensics (Medi-
For) Program for the 2020 OpenMFC. There are two
GAN-generated deepfake datasets, one with more
than 1,000 deepfake images and the other with over
100 deepfake videos. The datasets were made avail-
able to registered participants of the competition
only.

ForgeryNet (web page with download links):
This dataset is described by their creators (He et
al.) as “a versatile benchmark for comprehensive
forgery analysis”. It contains 2,896,062 images and
221,247 videos, including 1,457,861 fake images and
121,617 fake videos. The videos and images cover
seven image-level and eight video-level manipulation
approaches, 36 different types of perturbations and
more mixed perturbations, and a large number of an-
notation labels (6.3 million classification labels, 2.9
million manipulated area annotations and 221,247
temporal forgery segment labels). The dataset is be-
ing used for supporting the ongoing Face Forgery
Analysis Challenge 2021 at the SenseHuman 2021
(3rd Workshop on Sensing, Understanding and Syn-
thesizing Humans), co-located at the ICCV 2021
conference.

3.6. Subjective Quality of Deepfakes in
Different Databases

As discussed in Section 2.14, subjective quality
evaluation is necessary to evaluate the realness/real-
isticness/naturalness of deepfake media. While there
has been very limited work on this topic, in 2020
Jiang et al. [12] conducted a user study on realness
of deepfake videos. They recruited 100 professional
participants (most of whom are computer vision re-
searchers), who were asked to evaluate the realness of
30 randomly selected videos from 7 deepfake video
datasets (DeeperForensics-1.0, UADFV, DeepFake-
TIMIT, Celeb-DF, FaceForensics++, Deep Fake De-
tection, and DFDC). Participants were asked to re-
spond to the statement “‘The video clip looks real.”
and gave scores following a five-point Likert scale (1
– clearly disagree, 2 – weakly disagree, 3 – borderline,
4 – weakly agree, 5 – clearly agree). Table 3 shows the
results. Interestingly, we can see a huge difference
between the realness levels of different datasets. It
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is surprising that FaceForensics++, one of the most
widely used deepfake datasets, has a very low MOS
score and less than 9% of participants considered the
30 selected videos as real.

Table 3: Human-judged subjective quality (realness)
of deepfake videos in 7 datasets. The MOS scores
were not reported by Jiang et al. [12], but calculated
by us based on the raw data shown in Table 3 of [12].

Dataset MOS 4+ ratings (%)
DeeperForensics-1.0 3.806 64.1%

Celeb-DF 3.723 61.0%
DFDC 2.539 23%

Deep Fake Detection 2.518 21.9%
UADFV 2.249 14.1%

DeepFake-TIMIT 2.205 12.3%
FaceForensics++ 1.874 8.4%

3.7. Editorial Summary

Among all deepfake image and video datasets,
a significant majority are about face images and
videos. This is not surprising since face swap-
ping, face attribution manipulation and fully syn-
thesised face images are among the hottest top-
ics within deepfake research and real-world appli-
cations. We hope more non-face deepfake image and
video datasets can be produced to support a broader
range of research activities on deepfakes.

The subjective quality results shown in Table 3
indicate that it is important to check realness of
deepfake media to support any performance evalua-
tion or comparison. To ensure that the quality eval-
uation of datasets is fair, transparent and reliable,
standard procedures need defining and a common
pool of qualified human experts should be used.

Many authors of deepfake-related datasets at-
tempted to classify such datasets into different gen-
erations. Chronologically speaking, we could broadly
split such datasets into two generations: before
2019 and since 2019. Typically, datasets created be-
fore 2019 are relatively less advanced and smaller,
while those created after 2019 tend to be larger,
more diverse (i.e., covering more attributes), and
of higher quality (i.e., produced by more advanced
generative models). This can also be seen from the
data in Table 3, in which the top two datasets
(DeeperForensics-1.0 and Celeb-DF) fall within the
new generation (2020), while others belong to the
old generation. In addition to the two generations, a
newer generation has also emerged in 2021: a num-
ber of very recent datasets started focusing on more
realistic deepfakes (i.e., in the wild) or more spec-
ified areas of deepfakes (e.g., FFIW10K focusing on
multiple faces in the same video, and KoDF focusing
on Korean faces). This trend shows that the deep-
fake research community has grown significantly in
the past few years so that narrower topics have also
started gaining attention and interest from some re-
searchers.
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4. Deepfake-Related Challenges, Competitions & Benchmarks

4.1. Introduction

This section reviews initiatives aiming to advance
the state-of-the-art of detection and generation of
synthetic or manipulated media (such as video, im-
age and audio) via competitions or challenges open
to the public, and on-going benchmarks tackling spe-
cific problems.

4.2. Detection of Manipulated Media

The Deepfake Detection Challenge (DFDC) was
an initiative promoted by an AI and Media Steering
Committee, including BBC, Facebook, Amazon, Mi-
crosoft and New York Times, and some universities
around the world including the University of Oxford.
The competition remained open from 5 September
2019 till 31 March 2020, and involved 3 stages. At
first, the DFDC preview dataset was released. At a
later stage, the DFDC full dataset was also made
available to the 2,114 participants of the competi-
tion incorporating face and audio swap techniques
for generation of deepfake content. At the final stage,
the submitted models were evaluated using a test
dataset (referred to as the “black box dataset”)
of 10,000 videos which included in-the-wild deep-
fake videos. The best performance on the black box
dataset had an accuracy of 65.18%, according to the
released results. Submissions were ranked according
to the overall log loss score, as defined in Eq. (13).
All top five ranked models (the winner had the low-
est overall log loss) are available on GitHub. Results
indicate how challenging the detection of deepfake
is since the best accuracy was low and “many sub-
missions were simply random”, according to Dol-
hansky et al. [8]. Figure 2 shows a screenshot of
the leaderboard with the five finalists. The first top
ranked model used MTCNN (Multi-tasked Cascaded
Convolutional Network), the second used WS-DAN
(Weakly Supervised Data Augumentation Network),
and the third used the EfficientNetB7 architecture.

Editorial Comments

Facebook compiled, in a blog, the com-
mon themes observed in the winning models.
They were: clever augmentations, architec-
tures, and absence of forensics methods. Mov-
ing forward, they called for “solutions that go

beyond analysing images and video. Consid-
ering context, provenance, and other signals
may be the way to improve deepfake detection
models”.

The Automatic Speaker Verification Spoof-
ing And Countermeasures Challenge Workshop
(ASVspoof) has been running biennially since 2015;
its fourth edition deadline is 17 September 2021.
This competition is organised by an international
consortium that includes Inria and EURECOM
(France), University of Eastern Finland, National
Institute of Informatics (Japan), and Institute for
Infocomm Research (Singapore). This year the
ASVspoof challenge includes, for the first time, a
sub-challenge focused on Speech DeepFake where the
envisioned use case is an adversary trying to fool a
human listener. The metric used for evaluating per-
formance of submitted solutions (i.e., classifiers) is
EER. Four baseline solutions (also called “counter-
measures”), each using a different technique, were
made available to participants with their correspond-
ing EER metric values. The ASVspoof 2021 Speech
Deepfake Database containing audio recordings with
original and spoofed utterances has also been made
available. The competition involves three phases:
a progress phase, an evaluation phase and a post-
evaluation phase; it is unclear how teams move from
one phase to the next. More information about
the 2021 competition is available in the published
evaluation plan [6]. The organisers of the compe-
tition noted that they opted for the EER as the
performance evaluation metric for countermeasures
submitted to the speech deepfake task for legacy
reasons. They acknowledged, however, that “EER
reporting is deprecated” by the ISO/IEC 19795-
1:2021 standard. Despite the fact that only the 2021
ASVspoof competition contained a track explicitly
related to deepfake, some data in the ASVspoof 2019
dataset (Logical Access task) used for the 2019 com-
petition was generated using DL-based algorithms
as mentioned in Section 3. We expect that this also
holds for the ASVspoof 2021 dataset (Logical Ac-
cess task). The ASVspoof 2019 competition used the
EER as secondary metric; the primary performance
metric used was the tandem detection cost function
(t-DCF) [27]. According to its evaluation plan [32],
t-DCF assesses the performance of the whole tandem
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Figure 2: Screenshot of leaderboard with top five finalists of the DFDC competition.

system whereby “a CM [countermeasure] serves as
a ‘gate’ to determine whether a given speech input
originates from a bona fide (genuine) user, before
passing it the main biometric verifier (the ASV sys-
tem)”. It is calculated according to Eq. (17), where
P cm

miss(s) and P cm
fa (s) are, respectively, “the miss rate

and the false alarm rate of the CM system at thresh-
old s”.

t-DCF = C1P
cm
miss(s) + C2P

cm
fa (s) (17)

P cm
miss(s) =

#{bona fide trials with CM score ≤ s}
#{Total bona fide trials}

P cm
miss(s) =

#{spoof trials with CM score > s}
#{Total spoof trials}

For further information about Eq. (17), including
constants C1 and C2, please refer to the ASVspoof
2019 evaluation plan [32].

Editorial Comments

An implementation of the t-DCF metric has
been made available by the ASVspoof 2019’s
organisers in Python and Matlab formats.

The Face Anti-spoofing (Presentation Attack De-
tection) Challenge started in 2019. Its first two edi-
tions were held at the 2019 and 2020 IEEE/CVF
Conference on Computer Vision and Pattern Recog-
nition (CVPR 2020), respectively. Its third edi-
tion was moved to be co-located with the 2021

IEEE/CVF International Conference on Computer
Vision (ICCV 2021). This competition series was or-
ganised by a group of researchers from academia and
industry in China, Mexico, Spain, Finland and the
US. The 2021 competition was focused on 3D high-
fidelity mask attacks, and followed a 2-phased pro-
cess. The first phase is the “development phase”; it
started in April 2021 when the CASIA-SURF Hi-
FiMask dataset was released to participants. The
second phase is the “final ranking phase” (June
2021), when the competition ended. The competi-
tion adopted the following performance metrics for
evaluation of the solutions submitted: attack pre-
sentation classification error rate (APCER), nor-
mal/bona fide presentation classification error rate
(NPCER/BPCER), and average classification er-
ror rate (ACER), in accordance with the ISO/IEC
30107-3:2017 standard. Figure 3 provides the leader-
board for the top three solutions.

The FaceForensics Benchmark is an on-going au-
tomated benchmark for detection of face manipu-
lation. The organisers of the benchmark made the
FaceForensics++ dataset available for training. Ma-
nipulated videos (4,000 in total) were created us-
ing four techniques, i.e., two computer graphics-
based approaches (Face2Face and FaceSwap) and
two learning-based approaches (DeepFakes and Neu-
ral Textures). The deepfakes videos were generated
using a slightly modified version of FaceSwap, and
the Neural Textures videos were created using the
approach proposed by Thies et al. [26]. The bench-
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Figure 3: Screenshot of leaderboard with top three finalists of the Face Anti-spoofing Challenge 2021
competition.

mark test dataset is created from the collection of
1,000 images randomly selected from either the ma-
nipulation methods or the original videos [23, 24].
Participants have to submit results to the bench-
mark, rather then code like other competitions; this
is illustrated in Figure 4a. The outcome of a submis-
sion is illustrated in Figure 4b, where the scores are
a measure of accuracy (Eq. (8)).

Editorial Comments

Rössler et al., Rössler et al. [23, 24] raised
an interesting point: “As new manipulation
methods appear by the day, methods must be
developed that are able to detect fakes with lit-
tle to no training data”.

The Open Media Forensics Challenge (Open-
MFC, formerly DARPA MFC) is an annual image
and video forensics evaluation aiming to facilitate
development of multimedia manipulation detection
systems. It has been organised annually starting
from 2017 under the name of DARPA MFC. In 2020,
the National Institute of Standards and Technology
(NIST) initiated the OpenMFC as a new evaluation
platform, based on their previous experiences with
the DARPA MFC series, to make the participation
more convenient for all researchers. In OpenMFC
2020, two deepfake-related tasks were included for
the first time: Image GAN Manipulation Detection
(IGMD) and Video GAN Manipulation Detection
(VGMD). The organisers provided an image eval-
uation dataset for the IGMD task, containing 1,000
images from over 200 image journals1, and a video
evaluation dataset for the VGMD task, including
over 100 test videos. Furthermore, they provided the
datasets used in the previous MFC challenges as de-
velopment datasets. The challenge is composed of
two main phases for development and evaluation, re-

spectively, and a pre-challenge phase for quality con-
trol testing. The first phase ended in June 2021, and
the second phase is still on-going. For evaluation of
submissions, AUC-ROC is used as the primary met-
ric. Furthermore, CDR@FAR, where CDR refers to
correct detection rate or TPR (Eq. (4)) and FAR
refers to false alarm rate or FPR (Eq. (5)), is also
used as a metric [20].

Editorial Comments

NIST provided a MediScore Evaluation
Toolkit to OpenMFC 2020 participants for
evaluation and scoring before submissions. It
is available at GitHub.

The DeeperForensics Challenge 2020 is a deep-
fake face detection challenge held at the 2020 ECCV
SenseHuman Workshop. The challenge used the
DeeperForensics1.0 dataset. The organisers provided
a hidden test dataset to better simulate real-world
scenarios. The challenge involved two phases: the
“development phase” that started in August 2020 al-
lowing 100 successful submissions, and the “final test
phase” that started in October 2020 allowing 2 suc-
cessful submissions until the end of the month. The
submissions were evaluated using the binary cross-
entropy loss (BCELoss) metric, calculated according
to Eq. (18), where N is the number of videos in the
hidden test set, yi is the ground truth label of video i
(fake:1, real:0), and p(yi) is the predicted probability
that video i is fake.

BCELoss = − 1

N

N∑
i=1

[yi × log(p(yi)) +A (18)

A = (1− yi)× log(1− p(yi))]

Results of the competition were discussed
by Jiang et al. [11]. The top solution used three

1“This is an automatically generated manipulation history graph log of media file manipulations with automatic output
manipulation masks from a detector algorithm. Each journal tracks the media manipulations and software according to NIST
manipulation data collection guidelines.” [9].
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(a) Example submission. (b) Example of submission result.

Figure 4: Illustration of the FaceForensics Benchmark in terms of submission and result.

models, i.e., EfficientNet-B0, EfficientNet-B1 and
EfficientNet-B2, for classification. The second top
used EfficientNet-B5 for both an image-based model
and a video-based model. The third ranked solution
used a 3D convolutional neural network (3DCNN).

Editorial Comments

Jiang et al. [11] identified three areas for im-
provement moving forward: “1) More suit-
able and diverse data augmentations may con-
tribute to a better simulation of real world data
distribution. 2) Developing a robust detection
method that can cope with unseen manipu-
lation methods and distortions is a critical
problem. 3) Different artifacts in the Deep-
fakes videos (e.g., checkerboard artifacts, fu-
sion boundary artifacts) remain rarely ex-
plored”.

The Face Forgery Analysis Challenge 2021 is a
competition hosted at the 2021 IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition
(CVPR 2021). It is organised by researchers from a
number of organisations in China including univer-
sities and SenseTime Research (the research arm of
SenseTime (商汤科技), one of the major AI “uni-
corns” in China). The challenge aims to advance the
state-of-the-art in detection of photo-realistic ma-
nipulation of images and videos. The competition

will run from July to September 2021, following a
4-phased approach. Participants are able to use a
large annotated face dataset (i.e., the ForgeryNet
dataset) that was obtained by applying a number
of techniques for manipulation (15) and perturba-
tion (36) to train their solutions. The phases com-
prise of Forgery Image Analysis, Forgery Video Anal-
ysis, Forgery Video Temporal Localization phases,
and the final phase (i.e., “private test”) where par-
ticipants’ models will be tested against an unseen
dataset. The following metrics will be used [10]:
AUC, average precision (AP) at some “temporal In-
tersection over Union” (AP@tIoU) compared to a
threshold t ∈ [0.5, 0.95], and average recall (AR) at
K (AR@K) where K is the top K labels returned
for multi-class classifiers.

Editorial Comments

He et al. [10] made a number of observa-
tions based on preliminary testing of the
ForgeryNet dataset for the competition, in-
cluding “video-based methods perform signif-
icantly better than the frame-based method,
demonstrating the importance of applying a
boundary-aware network”.

The 2020 CelebA-Spoof Face Anti-Spoofing
Challenge was hosted at the 16th European Confer-
ence on Computer Vision (ECCV 2020). The chal-
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Figure 5: Final results for the 2020 CelebA-Spoof Face Anti-Spoofing Challenge.

lenge ran between August and October 2020, and
aimed to advance the state-of-the-art in detecting
“whether a presented face is live or spoof ” [37]. The
organisers made the face CelebA-Spoof dataset avail-
able for the competition containing rich annotation
across a range of attributes. The competition only
had one phase where participants submitted their
solutions to be evaluated against a test dataset; the
spoof class was considered as “positive” and the
live class as “negative”. Metric TPR@FPR was used
and collected at three points where the TPR when
FPR = 10−4 determined the final ranking. The top
three finalists (see Figure 5) used deep learning mod-
els ResNet, EfficientNet-B7, and a novel architecture
combining Central Difference Convolutional Net-
works (CDCN) and Dual Attention Network (DAN).
The two top ranked solutions used different strate-
gies to boost their models’ performance: a heuristic
voting scheme was used by the top-ranked solution,
and a weight-after-sorting strategy was used by the
second ranked solution.

Editorial Comments

In order to improve the CelebA-Spoof dataset,
Zhang et al. [37] identified the need for live im-
ages to be “more realistic instead of inheriting
from the CelebA” dataset.

The 2021 CSIG Challenge (2021 年 CSIG 图像
图形技术挑战赛) is the second edition of a chal-
lenge organised by the China Society of Image and
Graphics (CSIG, 中国图象图形学学会). The 2021
challenge has the Fake Media Forensic Challenge (多
媒体伪造取证大赛) as its 6th track, co-organised by
CSIG’s Digital Media Forensics and Security Tech-
nical Committee (数字媒体取证与安全专业委员
会) and Institute of Information Engineering, Chi-
nese Academy of Sciences (中国科学院信息工程
研究所). This track has two tasks, one on deep-
fake video detection, and the other on deepfake au-

dio/speech detection. For the deepfake video detec-
tion task, the dataset used contains a public train-
ing set with 10,000 sound-free face videos (includ-
ing 4,000 fake videos), a public test set with 20,000
face videos (the percentage of deepfake videos is un-
known to participants), and a private test set that
will be determined and used at the final session for
selecting the winners. All videos contain faces of
Eastern Asian people, and cover a wide range of
parameters such as multiple resolutions and encod-
ing quality factors, the use of blurring or sharpen-
ing filters, and added noise. Deepfake videos were
created using public tools including DeepFaceLab,
Faceswap, Faceswap-GAN, Recycle-GAN (web page,
research paper) and ALAE (Adversarial Latent Au-
toencoders) (research paper). For the deepfake au-
dio/speech detection task, the dataset used contains
a public training set with 10,000 speech samples (in-
cluding 6,000 fake ones), a public test set with 20,000
face videos (the percentage of deepfake videos is un-
known to participants), and a private test set for the
final session (the same as the deepfake video detec-
tion task). The tools used for generating the fake
speech samples include TTS (text-to-speech) voice
synthesis tools and VC (voice conversion) tools.
The main TTS tools used include open-source tools
such as DeepVoice, TensorFlowTTS and GAN-TTS
(arXiv.org preprint) and commercial software tools
such as those from iFlytek (科大讯飞) and IBM.
The main VC tools used include Adaptive-VC and
CycleGAN-VC. For both deepfake detection tasks,
the performance metric used is log loss. The chal-
lenge is still ongoing; its final session and awarding
ceremony will be held at the 11th International Con-
ference on Image and Graphics (ICIG 2021), a main
academic conference sponsored by CSIG.
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Editorial Comments

The website of the Fake Media Forensic Chal-
lenge stated that Faceswap-GAN of Deep-
Fakes is one of the deepfake video genera-
tion tools used, but we could not find a repo
for Faceswap-GAN authored by DeepFakes.
There are a number of GitHub repos named
Faceswap-GAN, but we could not judge which
one was actually used.
There are multiple open-source tools named
DeepVoice, so it is unclear which one the chal-
lenge used. We guessed that Deep Voice 3
(arXiv.org preprint) may be what was used.
The most popular implementation of Deep
Voice 3 on GitHub is Deepvoice3_pytorch.
We could not find what Adaptive-VC tool the
challenge’s website refers to.
The organisers did not provide an email ad-
dress on the challenge website, so we could not
contact them to clarify.

2020 China Artificial Intelligence (中国人工智能
大赛 2020) was the second edition of a Chinese AI
competition open for the general public to partici-
pate, organised by the municipal government of the
City of Xiamen (厦门市政府) in China. In 2020, it
had two sub-competitions, Multimedia Information
Recognition Technology Competition (多媒体信息识
别技术大赛) and Language and Knowledge Technol-
ogy Competition (语言与知识技术竞赛). The Mul-
timedia Information Recognition Technology Com-
petition included two tasks on deepfakes: one on
deepfake video detection and one on deepfake au-
dio/speech detection. The deepfake video detection
task used 3,000 videos, and log loss was used as the
sole performance metric. The deepfake audio/speech
detection task used 20,000 audio samples (mostly in
Chinese, and the remaining in English), and EER
was used as the sole performance metric. For both
tasks, the ratio between real and deepfake samples
was 1:1. We did not find where to download the
datasets used for the tasks nor a more detailed tech-
nical description of the datasets. For the deepfake
video detection tasks, the top two winning teams
(with an A prize) were from Netease (Hangzhou)
Network Co., Ltd. (网易（杭州）网络有限公司) and
Beijing RealAI Technology Co., Ltd. (北京瑞莱智慧
科技有限公司), followed by three other teams win-
ning a B prize: Xiamen Fuyun Information Technol-
ogy Co., Ltd. (厦门服云信息科技有限公司); Insti-

tute of Computing Technology, Chinese Academy of
Sciences (中国科学院计算技术研究所); and Wuhan
Daqian Information Technology Co., Ltd. (武汉大千
信息技术有限公司). For the deepfake audio/speech
task, there was no team winning an A prize, but one
team winning a B prize: SpeakIn Technologies Co.,
Ltd. (广州国音智能科技有限公司). The final results
of some teams were published, but some teams were
allowed to hide their results. We did not find a de-
tailed technical report summarising the results and
explaining the work of the winning teams.

Editorial Comments

The 2020 China Artificial Intelligence is dif-
ferent from other challenges and competitions
organised by researchers at academic confer-
ences and workshops, in that it is a more
public-facing event. Judging from the winning
teams as a whole, it is clear that the major-
ity of participating teams were from industry.
The lack of detailed technical reports on the
datasets used and the final results also make
it difficult to learn about the challenge.
It should be noted that one of the B-prize
winning team is from Beijing RealAI Technol-
ogy Co., Ltd., a Chinese company active in
deepfake-related R&D, which we mentioned
in the Chinese Addendum of the previous is-
sue of the newsletter.

4.3. Generation of Manipulated Media

The Voice Conversion Challenge is a biennial
competition that has been running since 2016. The
challenge and the corresponding workshop, hosted at
the INTERSPEECH conference, is supported by the
SynSig (Speech Synthesis Special Interest Group) of
the International Speech Communication Associa-
tion (ISCA). Its aim is to promote progress in voice
conversion (VC) technology that can be applied to
a number of positive and negative use cases, such
as spoofing voice biometric systems. The 2020 chal-
lenge focused on speaker conversion, a sub-problem
of VC, and included two tasks. For the first task
“intra-lingual semi-parallel voice conversion”, par-
ticipants had to develop 16 VC systems (speaker-
pair combinations) including male and female speak-
ers and English sentences, using the provided Voice
Conversion Challenge 2020 database v1.0 for train-
ing (refer to Section 3). For the second task “cross-
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lingual voice conversion”, participants had to de-
velop 24 VC systems, also including male and fe-
male speakers, but uttering sentences in three lan-
guages (Finnish, German and Mandarin), based on
the provided training dataset. Figure 6 illustrates
the process of training and generation of VC sys-
tems. Submissions were evaluated for “perceived nat-
uralness and similarity through listening tests”, ac-
cording to the challenge’s website. As such, the or-
ganisers used subjective evaluation [33] and recruited
both native and non-native English speakers (i.e.,
Japanese native speakers) via crowd-sourcing for the
listening tests. Naturalness (answering the question
“How natural does the converted voice sound?”) was
measured using the metric MOS (covered in Sec-
tion 3.6), and similarity (answering the question
“how similar the converted voice sound comparing
source and target speakers?”) was measured in terms
of speaker recognition as “same” or “different”, as
elaborated by Wester et al. [31]. Tests also focused
on the effects of language differences on the perfor-
mance of VC systems submitted to the competition.
The most popular CNN/RNN/GAN-based VC sys-
tems submitted used WaveNet, WaveRNN, and Par-
allel WaveGAN. Results indicated that, in terms of
similarity, the best performing VC systems were as
good as natural speech but none reached human-
level naturalness for task 1; scores were lower for task
2 which was more complex [33]. The organisers of the
2020 competition also used objective evaluation [5].
The metrics used for evaluation of speaker similar-
ity were: equal error rate (EER), false acceptance
rate of target (P tar

fa ), miss rate of source (P src
miss), and

cosine similarity of speaker embedding vectors (cos-
sim) according to Eq. (19) where A is the speaker
embedding vectors for the converter audio and B is
the speaker embedding vectors for the original au-
dio. The performance of the VC systems as a spoof
countermeasure was also evaluated using EER, while
to evaluate the quality of the subjective MOS ob-
tained via listening tests, a DL-based model to pre-
dict MOS, called MOSNet [17], was used. Lastly, to
evaluate intelligibility of the converted transcribed
speech, in comparison with the original transcribed
speech, the word error rate (WER) [2] was used.
WER is calculated according to Eq. (20) where I
refers to insertions, D refers to deletions, S refers to
substitutions, and N refers to the total number of
words in the original transcript.

cos-sim(A,B) =
A×B

∥ A ∥∥ B ∥
(19)

WER =
I +D + S

N
× 100 (20)

Editorial Comments

Further tests performed by the organisers of
the Voice Conversion Challenge 2020 [5], com-
paring results obtained from subjective evalu-
ation against object evaluation, allowed them
to indicate “a potential shift toward relying
on the objective assessments over tedious lis-
tening tests for large-scale evaluations in the
future”.

The Deepfake Africa Challenge (2021) is a new
initiative of the AI Africa Expo, in partnership with
a film and media production company (Wesgro)
and the African Data Science competition platform
Zindi. Its aim is “to create convincing deepfakes to
highlight the power of this synthetic media, illustrat-
ing its creative potential for exploitation for both
positive and negative outcomes and focusing debate
about its ethical use / mis-use in an African con-
text”. Eligible participants were required to be citi-
zens and residents of the African continent. Submis-
sions, accepted up to end of July 2021, can be either
video or audio. Evaluation of submissions is defined
in terms of artistic creativity, relevance of challenge
topic, and innovation in the process of generation
as long as participants use tools and packages pub-
licly available. The top three finalists will receive a
prize, present their work at the Expo, and will have
to grant copyrights to Zindi.

Editorial Comments

Unlike the other competitions reviewed in this
section, which were focused on advancing the
state-of-the-art in detection of synthetic or
manipulated media, this competition focused
on the generation of deepfake which seems
more humanities-centred. This is a trend ob-
served in arts and culture.

4.4. Generation and Detection of
Manipulated Media

The DeepFake Game Competition (DFGC) is in
its first edition, hosted at the 2021 International
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Figure 6: Illustration of tasks for the Voice Conversion Challenge 2020, extracted from [33].

Joint Conference on Biometrics (IJCB 2021). Its or-
ganisers are mainly from the Institute of Automa-
tion Chinese Academy of Sciences (CASIA). The
idea of the competition was to promote an adver-
sarial game between agents pushing for advances in
both deepfake creation and detection. In order to
achieve this, a 6-stage protocol was designed inter-
leaving three creation phase (C-phase) and detection
phase (D-phase), typically one week apart; submis-
sions closed in April 2021. Both C-phases and D-
phases were bound to the Celeb-DF (v2) dataset [14],
containing 6,229 videos (590 real/original videos and
5,639 fake/manipulated videos), for training pur-
poses. As such, submissions to a C-phase would con-
sist of datasets extracted from Celeb-DF (v2) which
included novel face-swap approaches to obtain eval-
uation results. Submissions to a D-phase would con-
sist of detection models/codes to obtain evaluation
results. The models submitted for a D-phase were
evaluated against the datasets submitted for the pre-
vious C-phase [22]. The metrics used for evaluation
were: a detection score, used for evaluation of a D-
phase, and a creation score, used for evaluation of
a C-phase. The top three finalists for the detection
phase employed CNN-based classifiers EfficientNet-
B3, Efficientnet-B0 and EfficientNetV2.

The Detection Score (DS) metric captures the
models’ ability to correctly classify fake images sub-
mitted to the previous C-phase against a set of real
images in the CelebDF test dataset. It is calculated
using Eq. (21), where NC is the number of valid sub-
missions of created synthesis test sets in the last C-

phase.

DS =

NC∑
i=1

AUCi

NC
(21)

The Creation Score (CS) metric used to evalu-
ate creation models submitted to this challenge is
calculated by Eq. (22), where ND is the number of
valid submissions of detection methods in the last
D-phase, the noise score (Snoise) penalises noisy im-
ages, the other three parts of the equation relate to
the following, according to the competition’s eval-
uation page: “ID level similarity to the donor ID,
image level similarity to the target frame, and the
deception ability against detection models. ID level
similarity is scored by a face recognition model us-
ing dot product of two ID features (fake face ID and
donor ID). The image level similarity is scored by
SSIM [Structural Similarity Index] to make sure the
face-swapped image is similar to the corresponding
target image in content and quality”.

CS = Snoise(Ifake) +B + C +D (22)
B = SID(IDfake, IDdonor)

C = SSSIM(Ifake, Itarget)

D = 2×
ND∑
i=1

1− AUCi

ND
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Editorial Comments

Peng et al. [22] observed a commonality be-
tween the three winning teams for the creation
task, i.e., the use of the FaceShifter [13] frame-
work for face swapping. They highlighted two
overall reflections about the competition: (1)
the limited diversity of the deepfake datasets
submitted and the use of repetitive methods
to generate them, and (2) the limited size
of the Celeb-DF (v2) dataset itself flagging
the need for a larger dataset for next year’s
competition. The organisers of the competi-
tion also applied the top two detection mod-
els to unseen datasets (DFDC and FaceForen-
sics++) and noticed that they do not gener-
alise well.
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5. A Meta-Review of Deepfake-Related Survey Papers

5.1. Introduction

This section presents a meta-review of 12 selected
deepfake-related survey papers, including eight pub-
lished in English [7, 18, 19, 28–30, 34, 36] and four
published in Chinese [3, 15, 16, 25]. Some of the
survey papers have been covered in a previous is-
sue of the newsletter, but we did not pay partic-
ular attention to performance evaluation and com-
parison. Instead of covering all 12 surveys one af-
ter the other, the meta-review in this section will
cover the following aspects in a more systematic
manner: definitions and scope, performance metrics,
datasets, challenges/competitions/benchmarks, per-
formance comparison, key challenges and recommen-
dations. The meta-review will not be limited to the
12 survey papers, but will also be an overall sum-
mary of the whole issue, aiming at drawing some
high-level insights for monitoring future develop-
ment of deepfake-related technologies and their ap-
plications.

Note that the meta-review already covers our ed-
itorial comments, so this section will not have a dedi-
cated subsection or boxes for separate editorial com-
ments.

5.2. Definitions and Scope

As we discussed in Section 1, among researchers,
practitioners and law makers there is no universally
accepted definition of “deepfake” as a term. This is
also reflected in how the authors of the 12 survey
papers considered this aspect. Most authors talked
about the history of deepfakes and pointed out that
the term reflects the combination of “deep learn-
ing” and “fake”, but some used a broader defini-
tion, e.g., Lyu [18] defined deepfake as “high qual-
ity fake videos and audios generated by AI algo-
rithms”. Some authors also referred to deepfake-
related legislations, but none of them pointed out
that the definitions in some such legislations are
completely different from the more technical defini-
tions involving the use of deep learning. No authors
discussed the blurred boundary between deepfakes
and non-deepfakes, although some surveys actually
cover both, e.g., Tao (陶建华) et al. [25] focused on
speech forgery and did not explicitly highlight “deep-
fake”.

In terms of the scope, while some authors (cor-
rectly) considered all types of media that can be pro-
duced by deepfake-related techniques [15, 16, 18, 29],
some considered only a narrow scope, e.g., authors
of [3, 28, 34, 36] considered only videos, and only au-
thors of [7, 30] have considered images and videos.
Another phenomenon we observed is that many au-
thors focused more on face images and videos, and
authors of three surveys [7, 28, 34] even limited
the definition of “deepfake” to such a narrow scope:
Deshmukh and Wankhade [7] defined it as “a tech-
nology which creates fake images or videos of targeted
humans by swapping their faces [by] another charac-
ter saying or doing things that are not absolutely
done by them and humans start believing in such
fake as it is not always recognisable with the every-
day human eye”, Younus and Hasan [34] considered
deepfake as a technique allowing “any computer user
to exchange the face of one person with another dig-
itally in any video”, and Tolosana et al. [28] defined
it as “a deep learning based technique able to create
fake videos by swapping the face of a person by the
face of another person”. Such unnecessarily narrow
definitions and scopes can lead to confusion and do
not help exchanges between researchers and practi-
tioners working on different types of deepfakes.

We call on more researchers to accept a broader
definition of “deepfake” so that highly realistic/nat-
ural media of any kind generated by a sophisticated
automated method (often AI-based) is considered
deepfake. Here, we provide two examples of such a
broader definition: the image2image (or pixel2pixel)
technique (GitHub) that allows the production of
deepfake images and videos of any objects (e.g., the
“horse2zebra” deepfake image shown in Figure 7),
and the the so-called “deepfake geography” (research
paper), where AI-based techniques are used to gen-
erate realistic-looking satellite images.

Figure 7: An image of a horse (left) and a deepfake
image generated using the image2image technique
proposed in Zhu et al.’s ICCV 2017 paper (right).
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Another important fact missed or not sufficiently
discussed by authors of all the 12 surveys is that
deepfake techniques can be used for positive appli-
cations, e.g., creative arts, entertainment and pro-
tecting online users’ privacy. We call for more re-
searchers and practitioners to follow the proposal in
the 2020 Tencent AI White Paper (《腾讯人工智能
白皮书：泛在智能》) to start using the more neutral-
sounding term “deep synthesis”. Accordingly, we can
use different words for different types of data gener-
ated using “deep synthesis” techniques, e.g., “deep
art”, “deep animation”, “deep music”, and “deep-
fake”. While authors of the 12 survey papers did
not recognise the positive applications of “deepfake”
technologies, some other researchers did, e.g., organ-
isers of the Voice Conversion Challenge 2020 who
said the VC technology (for speech deepfake) “is
useful in many applications, such as customizing
audio book and avatar voices, dubbing, movie in-
dustry, teleconferencing, singing voice modification,
voice restoration after surgery, and cloning of voices
of historical persons”.

5.3. Performance Metrics

Surprisingly, none of the 12 surveys have cov-
ered performance metrics explicitly. Some directly
used performance metrics to explain and compare
performance of covered deepfake generation and de-
tection methods. The most used performance met-
rics include accuracy, ERR, and AUC. This may be
explained by the page constraints of such survey pa-
pers, which did not allow the authors to extend their
coverage significantly to cover performance metrics
systematically. The subjective quality of deepfakes
is an area least covered by the surveys, which seems
related to an unbalanced coverage on deepfake gen-
eration and deepfake detection in terms of perfor-
mance evaluation and comparison (the former much
less than the latter).

5.4. Datasets

Many of the 12 survey papers list a number of
deepfake-related datasets, but none of them have
coverage as complete as ours shown in Section 3. For
instance, none of the surveys have covered the Voice
Conversion Challenge 2016/2018/2020 datasets and
the ASVspoof 2019/2021 datasets are covered briefly
only in two surveys [15, 25]. In addition, more recent
deepfake datasets especially those released in 2021

are also not covered by any of the surveys. We be-
lieve that our Section 3 is the most comprehensive
review of deepfake-related datasets so far.

Some survey papers include datasets that are
likely deepfakes, e.g., Verdoliva [30] covered many
general fake image datasets where the manipulated
images were not generated by deep learning or even
AI-based methods, and some surveys (e.g., [15])
mentioned ASVspoof 2015 datasets but we did not
see the use of deep learning for generating data used
in the dataset.

5.5. Challenges, Competitions and
Benchmarks

Many surveys cover deepfake-related challenges,
competitions and benchmarks. The coverage is, how-
ever, mostly limited, and some challenges (e.g., the
Voice Conversion Challenge 2016/2018/2020 and the
two Chinese challenges we covered in Section 4) are
not covered by any of the surveys. The level of de-
tail of challenges, competitions and benchmarks is
also normally limited, compared with what we chose
to include in Section 4. Similar to the datasets we
covered in Section 3, we believe that our cover-
age of deepfake-related challenges, competitions and
benchmarks in Section 4 is also the most compre-
hensive so far.

5.6. Performance Comparison

Most surveys have a good coverage of related
methods for deepfake generation and detection, but
only some explicitly covered performance compari-
son between different methods [15, 19, 28].

Among all the survey papers, Li (李旭嵘)
et al. [15] conducted the most comprehensive study
on performance of different deepfake detection meth-
ods. In addition to showing the performance metrics
of a number of deepfake detection methods in Ta-
ble 3 of [15], they also looked at general character-
istics and issues of different types of deepfake de-
tection methods, as shown in Table 4. Furthermore,
they also looked at research on robustness of deep-
fake detection methods against adversarial samples,
referring to some work that showed a lack of such
robustness.

Due to quality issues of many deepfake-related
datasets (discussed in Section 3.6), we need to treat
any performance metrics and comparison of different
detection methods with caution. Without testing all
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Table 4: Comparison of different deepfake detection methods as shown in Table 4 of [15].

Method Characteristics Issues
Image forensics based More mature, more explainable Image-only, robustness against

lossy compression
Biological signals based Specific signals, local information High error rate for lossily com-

pressed videos, some features un-
available, less accurate

Image forgery detection based Local information, effective for
low-quality deepfakes

Less generalisable, less accurate

GAN-fingerprinting based GAN-specific Data and algorithm dependency,
less generalisable

Data-driven Big data, rich information, high
accuracy

Data dependency, sensitive to un-
known data and lossy compression

methods on a sufficiently large, diverse and high-
quality deepfake dataset, the performance compar-
ison results can be misleading. This highlights the
importance of having more challenges, competitions
and benchmarks to encourage performance compar-
ison on standard datasets and using consistent per-
formance metrics.

5.7. Challenges and Recommendations
The authors of some surveys identified some

key challenges and future research directions for the
deepfake community.

Not surprisingly, how to develop more robust,
scalable, generalisable and explainable deepfake de-
tection methods is one of the most discussed key
challenges and also a major future research direction
[3, 7, 15, 16, 18, 25, 29, 30, 34]. Considering the arms
race between deepfake generation and detection, this
research direction will likely remain the hottest topic
in deepfake research.

A couple of surveys [15, 30] mentioned fusion
as a key future research direction, where “fusion”
refers to combining different methods (e.g., combin-
ing multiple detectors of different types) and data
sources (e.g., jointly considering audio-visual analy-
sis) to achieve better performance for deepfake detec-
tion. Lyu [18] suggested that, for detection of deep-
fake videos, we need to consider video-level detection
more, which can be considered fusion of detection re-
sults of all video frames.

The authors of three surveys, Lyu [18] , Desh-
mukh and Wankhade [7] and Younus and Hasan [34],

argued that better (higher-quality, more up-to-date,
and more standard) deepfake datasets are needed to
develop more effective deepfake detection methods.
Lyu [18] also suggested that we need to consider so-
cial media laundering effects in training data and
improve the evaluation of datasets. We agree with
them on these points.

Tao (陶建华) et al. [25] suggested that low-cost
deepfake generation/detection should be considered
as a future research direction. This is a valid rec-
ommendation since lightweight methods will allow
less powerful computing devices (e.g., IoT devices)
to benefit from such technologies.

Two Chinese surveys [15, 16] also mentioned the
need to have new deepfake-related legislations com-
bating malicious use of deepfakes and the need to
train end users such as journalists. This is likely an
area where interdisciplinary research can grow.

There are also other ad-hoc recommendations
given by the authors of some surveys. For example,
Lyu [18] argued that deepfake detection should be
considered a (more complicated) multi-class, multi-
label and local detection problem. Tolosana et al. [28]
discussed specific research directions for different
deepfake generation methods (face synthesis, iden-
tity swap, attribute manipulation, and expression
swap). Liang (梁瑞刚) et al. [16] and Li (李旭
嵘) et al. [15] recommended more active defence
mechanisms such as using digital watermarking and
blockchain technologies to build trustworthy media
frameworks against deepfakes.
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