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Editorial

In this fourth issue of the Digital Data Deception
(DDD) newsletter, we continue to include a Chinese
section covering two selected topics related to DDD:
adversarial AI, and information hiding.

The papers covered in this Chinese section were
identified via a mixed method: some were identified
via a keyword-based search into Scopus, and oth-
ers by manually inspecting the tables of contents of
some selected journals. For the second method, the
journals were selected based on the following two
main criteria: if they provide fulltext access to pa-
pers, and if they are top-tier or highly technically
relevant journals. In total 11 papers were selected, 5
on adversarial AI and 6 on information hiding. Four
papers covered are reviews (two for each topic) and
the others are about original research.

For Chinese papers covered in this issue, we paid

special attention to source code and data released
under a public source or open access license, but
found that none of the authors of the 11 papers
included such information in their papers. We also
searched for websites of the authors and their re-
search groups, but did not find links of source code
or data related to the papers we covered in this issue.
This result was unexpected but not totally surpris-
ing, and may simply be caused by the small sample
of papers covered in this issue. We will continue to
pay attention to this aspect of related research pub-
lished in Chinese and see if this is actually related
to a different research culture in China.

We hope you enjoy reading the Chinese section
of this issue. Feedback is always welcome, and should
be directed to ddd-newsletter@kent.ac.uk.
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List of Acronyms

• AUC: Area Under Curve

• BOAP: Bilevel Optimisation Poisoning At-
tacks

• CNN: Convolutional Neural Network

• DGANS: Double-GAN-based Steganography

• DL: Deep Learning

• DNN: Deep Neural Network

• FGSM: Fast Gradient Sign Method

• GAN: Generative Adversarial Network

• GNCNN: Gaussian-Neuron Convolutional
Neural Network

• HMAC: Hash-based Message Authentication
Code

• RNN: Recurrent Neural Network

• ROC: Receiver Operating Characteristic
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Adversarial AI

Introduction

This section covers two review papers and three
papers reporting original research (two about gen-
erating and one about defending against adversar-
ial samples). For each paper, we provide editorial
comments immediately after the corresponding sum-
mary. For the two review papers, to avoid the sum-
maries become too lengthy and losing focus, we de-
cided to not show the full name of every acronym
and cite all relevant original papers.

Two Reviews

Pan (潘文雯) et al. [8] reviewed research on gen-
erating adversarial examples used for attacking im-
age classification and recognition systems. They first
introduced some basic concepts such as white- and
black-box tests and robustness of adversarial sam-
ples. They explained the general procedure of how
adversarial samples are generated, tested and de-
fended as shown in the Figure 1. This includes the
following main steps: training the AI model with nor-
mal samples, adding perturbation to generate adver-
sarial samples, testing if the attacked AI model can
correctly classify adversarial samples, and adversar-
ial training – using adversarial samples with fixed
(correct) labels to re-train the AI model in order
to test the robustness of the adversarial samples.
The paper then proposes a two-layered categorisa-
tion scheme to classify different adversarial sample
generation methods:

• Whole-image: perturbation is added to all pix-
els of an attacked image to produce an adver-
sarial sample. Under this category, the authors

used a second level of categorisation: (a) tar-
get attacks where adversarial samples allowed
a classifier to mis-classify some samples into
a specific target class, (b) non-target attacks
where adversarial samples mislead a classifier
to mis-classify some samples into any incorrect
class, and (c) generic attacks that support both
target and non-target attacks.

• Partial-image: perturbation is added to only
selected pixels of an attacked image to pro-
duce an adversarial sample. Under this cate-
gory, the authors used a second level of cat-
egorisation: those with invisible perturbation,
and those with visible perturbation.

For both categories, the authors also considered if
a method uses black- or white-box testing. Using
the above categorisation, the authors introduced the
following adversarial sample generation methods de-
veloped after the two earliest methods proposed in
[5, 13]:

• I-FGSM and DeepFool as whole-image and
non-target attacks;

• ILCM, Carlini & Wagner attack, UPSET, AN-
GRI, Houdini as whole-image and target at-
tacks;

• ATNs, MI-FGSM, Curls & Whey attack as
whole-image and generic attacks;

• JSMA and ONE-PIXEL as partial-image and
invisible attacks; and

• Adversarial Patch, LaVAN, PS-GAN and
Printable Adversarial Patches as partial-image
and visible attacks.

 

 
Train the classifier using 

normal samples 
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samples 
Adversarial training 

 

 

 

 

Figure 1: The common process for generating adversarial samples (Figure 1 in Pan (潘文雯) et al. [8]).
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The authors pointed out that the MNIST dataset
of handwritten digits (http://yann.lecun.com/
exdb/mnist/) had been widely used for evaluating
the performance of different adversarial sample gen-
eration methods. As an additional contribution be-
yond many review papers, they also conducted some
experiments using the MNIST dataset to compare
the performance (including their robustness against
adversarial training) of 9 adversarial sample genera-
tion methods. Finally, the authors pointed out some
challenges and future research directions, including
transferability and robustness, applications of adver-
sarial samples for both attacks and defence, and per-
turbing the AI model itself.

Editorial Comments

We would like to highlight a number of ob-
servations about this paper: 1) Figure 1 does
not cover all aspects of adversarial sampling,
e.g., the poisoning attack on the training data
is not covered. 2) Under challenges and future
research directions, the paper also lists the ap-
plication of adversarial samples to OCT (op-
tical coherence tomography) based fingerprint
recognition. This looks very ad hoc and out of
context, so we did not include it in the above
summary.

Wang (王科迪) and Yi (易平) [16] reviewed a
supplementary sub-area of adversarial AI: model ro-
bustness against adversarial samples. They started
with an introduction to adversarial samples followed
by an overview of possible reasons behind the ex-
istence of adversarial samples: linearity of the loss
function, higher dimensionality of adversarial sam-
ples (than normal samples), existence of global per-
turbation, and ubiquitous existence of fragile fea-
tures in sample space. After acknowledging three
different attacks with adversarial samples – eva-
sion, poisoning, and model stealing – the authors
focused on two important aspects of model robust-
ness against adversarial samples: evaluation of ro-
bustness, and enhancement of robustness. For the
evaluation part, the authors argued that the mini-
mal perturbation needed to create adversarial sam-
ples to attack a classifier can be consider a useful
metric of the classifier’s robustness against adversar-
ial samples. It has been proven that estimation of the
minimal perturbation is an NPC problem, so related
work mainly looked at how to estimate a good upper

or lower bound. In addition to the minimal pertur-
bation that is normally defined as an Lp distance in
the feature space, the paper also covers three other
metrics proposed in the literature: (a) ASS (Average
Structural Similarity) considering structural similar-
ities between samples, (b) perturbation sensitivity
distance considering human visual system’s contrast
masking effect, and (c) a new metric based on the
Wasserstein distance. Finally, the authors reviewed
three groups of methods for enhancing model robust-
ness: 1) modifying data in the training set (e.g., ad-
versarial training, data compression); 2) modifying
the structure of the AI mode (e.g., gradient masking,
defensive distillation, adding a new class for adver-
sarial samples); 3) adding additional modules that
can help enhance robustness (e.g., additional pro-
cessor against global perturbation, feature compres-
sion). In this paper’s conclusion, the authors also
pointed out three areas for future research: better
robustness metrics, a unified evaluation framework,
and more theoretical work on the existence of adver-
sarial samples.

Editorial Comments

Although this paper has a relatively narrow
focus on model robustness against adversarial
samples, it has a very balanced coverage of
many important aspects of adversarial sam-
ples, e.g., the different attempts to explain
why adversarial samples can exist.

Adversarial Sample Generation

Qian (钱亚冠) et al. [9] proposed an adversarial
sampling generation method, which adds a printed
QR code to the surface of a road sign to achieve the
purpose of misleading a road sign recognition sys-
tem. Although the attack is a physical attack, the au-
thors tested the attack in the digital domain first and
then extended the result to the physical domain by
considering robustness of the attack against different
lighting conditions, geometrical distortions, printing
artefacts and quality degradation of real-world im-
age capturing in the outdoor environment. The QR
code images used in the proposed attacks are ac-
tually pseudo-QR codes because they look like real
QR codes but do not include copyright information.
The proposed attack’s procedure is illustrated in Fig-
ure 2. Firstly, a classifier is built based on DNNs
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Figure 2: The pseudo-QR code based adversarial sample generation method proposed in [9].

(deep neutral networks) to classify traffic sign im-
ages. Then, taking a target road sign image as in-
put, the classifier processes it to get the coordinate
of the most important pixel E(a, b). Next, the at-
tacker randomly generates a pseudo-QR code image,
which is added to the area at E(a, b) to obtain a can-
didate adversarial image. Finally, the attacker tests
the candidate adversarial image using the classifier
to see if the attacked image can mislead the recog-
nition. If not, another pseudo-QR code image is re-
generated and the above process is repeated until it
achieves the goal of the attack. The generation of
the pseudo-QR code images follows an optimisation
problem, which minimises the added perturbation
that can lead to a mis-classification (see Eqs. (6)–(9)
in the paper). The authors tested the proposed at-
tack using the VGG-16 model as the classifier. The
dataset used is a merger of the G-TSRB (German
traffic sign recognition benchmark) dataset and some
Chinese road sign images collected by the authors.
In total the dataset includes 42,693 training images
and 5,200 test images. The performance of the attack
was tested under different conditions, in both digi-

tal and physical domains. The experimental results
showed that the proposed attack largely worked very
well. The exact accuracy varies depending on a num-
ber of factors, including the type of road sign (the
success rate ranging from 76% to 100% in the digi-
tal domain), size of the pseudo-QR code image (the
larger the better), if the QR-code is black and white
or in colour (the latter is better), and the number
of iterations (the more the better). The authors also
tested the transferability of the generated adversar-
ial samples from VGG-16 to VGG-19, with positive
results (although expected reduced success rates).
The performance in the physical world was gener-
ally lower than that in the digital domain, which
was not surprising due to various distortions and in-
accuracies different physical processes can bring in.
As a whole, the authors argued that their proposed
method has the following key advantages: 1) the area
of the added pseudo-QR code is very small (the aver-
age area is 0.95%), much smaller than previous work;
2) the attacking process is very fast due to the opti-
misation method; 3) the common use of pseudo-QR
code in the physical world makes such an attack less
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detectable by humans.
Editorial Comments

Although the paper’s main focus is a physi-
cal attack, the proposed attack also works in
the digital domain with better performance.
The paper actually contains more experimen-
tal results for the digital version of the attack.
The proposed attack seems to be generalisable
to other types of images and physical applica-
tions and transferable to other machine learn-
ing models.

Yan (闫佳) et al. [18] proposed a genetic
algorithm-based method for generating adversarial
samples of malicious code to evade detection by
malware detectors. The basic idea is to apply the
generic algorithm to apply static changes to the
source code of malware, while maintaining its dy-
namic behaviours (verified inside a sandbox after
static changes are made). Using NVIDIA’s Mal-
Conv [10] as the target malware detection model,
the detailed procedure can be described as follows:

1. Randomly generate K sequences of “genome”
(i.e., changes to be made) and apply them to
the target samples to produce an initial set of
adversarial samples.

2. Analyse the first generation of adversarial sam-
ples and record the structural differences be-
tween them and the original sampls.

3. Use MalConv to all adversarial samples to pro-
duce their adaptability scores (as a value be-
tween 0 and 1).

4. Choose the suitable individual adversarial
samples passing some set threshold of adapt-
ability as the parents of the next generation.

5. Use the open-source sandboxing system
Cuckoo Sandbox (https://cuckoosandbox.
org/) to select parent samples that keep the
original behaviours of the original samples.

6. Apply genetic operations (i.e., crossovers and
mutations) to the selected parent samples to
generate a new set of K “genomes” for the next
generation.

7. Determine if the generic algorithm should end
based on some exiting criteria.

Their experiments were conducted based on 15,168
samples provided by the Research Institute of Qi-
AnXin Group (奇安信技术研究院). The results
showed that 239 samples managed to evade detec-
tion, leading to a 14.65% reduction of detection ac-
curacy (from 98.88% to 84.23%). The authors also
ran a real-world test with four malware detection en-
gines on VirusTotal.com to test if the 239 adversarial
samples can also evade detection by more real-world
engines. The results showed that 235 samples could
evade at least one engine, and the overall evasion
rate ranges from 14.64% to 46.45%.

Editorial Comments

Although the reduction of performance and
the evasion rate are not very high, the work
can still be practical for malware makers since
they only need to focus on those successfully
bypassing detection. It is likely that malware
makers need to analyse the successful adver-
sarial samples to learn how to make their mal-
ware harder to detect.

Defence Against Adversarial Samples

Zhou (周文) et al. [21] studied how intrusion
detection systems (IDSs) for protecting industrial
control systems (ICSs) can resist adversarial sam-
ples and if adversarial training can help resist
white-box attacks. The work was done for a low-
dimensional IDS dataset for the gas pipeline con-
trol system (https://sites.google.com/a/uah.
edu/tommy-morris-uah/ics-data-sets, Database
4). This work is more experimental and involved
the following aspects: 1) how four different opti-
misation methods, SGD, RMSProp, AdaDelta and
Adam, performed in both white- and black-box at-
tacking settings, using DNN and FGSM (Fast Gra-
dient Sign Method) to generate adversarial samples;
2) how seven different machine learning models, de-
cision trees, random forests, linear SVM, AdaBoost,
logistic regression, CNN (Convolutional Neural Net-
work) and RNN (Recursive Neural Network), per-
formed against different types of adversarial sam-
ples; and 3) if adversarial training could help improve
the resistance against adversarial samples. The ex-
perimental results showed that Adam is the best op-
timisation method for both white- and black-box at-
tacking settings. All machine learning models tested
are vulnerable to adversarial samples, but RNN is
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more resistant with a smaller drop of detection accu-
racy compared to the other models (e.g., from 89.4%
to 72.6-85.4% for F1-scores). The results of the ad-
versarial training also showed that using adversar-
ial samples with correct labels helped improve the
robustness of the original DNN-based IDS against
adversarial samples in the white-box attack setting.

Editorial Comments

This paper does not report new methods, but
a series of experiments testing different as-
pects of adversarial samples attacking a low-
dimensional IDS. The authors claimed to have
proposed a new metric called “relative loss
rate” (同比损失率), which is actually a very
simple metric based on the accuracy (ACC).
We did not highlight this as their key contri-
bution.
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Information Hiding

Introduction

This section covers two review papers and four
papers reporting original research (three about hid-
ing data in traditional media, and one about hid-
ing data in blockchains). The two review papers are
of particular interest because they collectively cover
recent developments in deep learning (DL) based
steganography and steganalysis.

To help our readers better understand the con-
tent of this section, we give a brief explanation on
how information hiding works. Traditionally, an in-
formation hiding scheme takes two inputs: a cover
(i.e., an information carrier) and a message to be
embedded (hidden) into the cover. The cover can be
any object such as a signal, a file, a network packet,
a communication channel, or a combination of mul-
tiple objects. The message to be hidden is normally
translated into a bit sequence before being embed-
ded, and the embedding is done bit by bit or chunk
by chunk (where each chunk contains a number of
bits). More recently, so-called coverless information
hiding schemes have been proposed, where the cover
is not an input any more, but is automatically gener-
ated or synthesised (e.g., based on a large database
of potential cover database, or a generative machine
learning model trained using such a database). Since

the cover is generated or synthesised dynamically, it
can often be tailored to optimise one or more at-
tributes of the embedding process (e.g., security or
embedding capacity). Since a cover is still involved in
the embedding process, some researchers use the less
confusing terms “generative covers” and “synthetic
covers”.

Two Reviews

Fu (付章杰) et al. [4] reviewed recent develop-
ment of image steganography based on deep learn-
ing (DL), an exploding research direction within
steganography since the first such scheme SGAN
(Steganographic Generative Adversarial Networks)
was proposed in 2016 [15]. The authors classified re-
lated work into four different types. We summarise
the four types and give each type a short name (our
term, not the authors’):

1. DL-based generative schemes use DL tech-
niques to generate the cover image that is more
suitable for hiding information. They then ap-
ply traditional embedding methods to hide the
message in the cover.

2. DL-enhanced traditional schemes use DL tech-
niques to enhance the performance of tradi-
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Figure 3: How a coverless steganographic scheme works (Figure 10 in [4]).
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Figure 4: An improved DL-based steganographic scheme proposed in [4].

tional embedding methods without directly
changing the cover image.

3. DL-based synthetic schemes apply DL tech-
niques to synthesise a new cover based on the
given cover image, which at the same time
completes the embedding of the hidden mes-
sage.

4. DL-based coverless schemes apply DL tech-
niques to represent the hidden message as a
mapping between the hidden message and the
cover. This type of schemes are also based on
generative covers, but do not involve a follow-
up direct embedding step.

The procedure for coverless schemes is shown in Fig-
ure 3. For other types of schemes, please refer to Fig-
ures 2-9 in [4]. These four types of DL-based stegano-
graphic schemes have different advantages and dis-
advantages, and Fu (付章杰) et al. gave a general
summary as follows (with our modifications, see our
editorial comments below):

• DL-based generative schemes: Generated cover
images can be less realistic so the security can
be limited.

• DL-enhanced traditional schemes: The DL
techniques can help increase the embedding ca-
pacity, but may leave more noticeable embed-
ding traces therefore leading to new security
issues.

• DL-based synthetic schemes: The extraction
process requires an additional mask (for the
synthesised cover).

• DL-based coverless schemes: No embedding
traces, but the embedding capacity is small
and the hidden message cannot be extracted
with 100% accuracy.

For each of the four types of DL-based steganog-
raphy, the authors reviewed a number of schemes
proposed in the research literature. They also con-
ducted a number of experiments to test their perfor-
mances, especially security. In addition to review-
ing related work, for a sub-class of the DL-enhanced
traditional schemes based on the so-called encoder-
decoder network, the authors also proposed an ad-
versarial training based method to improve its se-
curity. The architecture of the proposed method can
be seen in Figure 4. The adversarial noise generation
network is the one introducing the adversarial train-
ing element to make the original scheme more secure.
They also conducted experiments with 50,000 Ima-
geNet images and provided initial evidence that the
proposed method could help improve the security.

Editorial Comments

When summarising the general advantages
and disadvantages of the four basic types
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Figure 5: A timeline of a number of DL-based steganalytic schemes reviewed in [3].

of DL-based steganographic schemes, Fu (付
章杰) et al. made some problematic state-
ments (in Table 1) for DL-enhanced tradi-
tional schemes and for DL-based coverless
schemes. We decided to use our own words
based on our understanding of the discussions
and experimental results in [4].
Although Fu (付章杰) et al. also proposed a
new steganographic scheme, the experimental
results provided are clearly preliminary and
not comprehensive. We therefore did not high-
light the performance metrics reported in the
paper.

Chen (陈君夫) et al. [3] reviewed recent research
on DL-based steganalysis. The authors categorised
related work into two classes, depending on different
training models of the pre-processing layer of the
DL network: semi-learning-based and fully learning-
based. Both classes actually share a similar overall
structure – a pre-processing layer followed by a DL
network. For both classes, the authors separately
categorised related work further into those based on
deep-wise DL networks and those based on wide-
wise DL networks. The main difference between
the semi-learning and full-learning-based schemes is
that for the former the pre-processing layer is con-
structed based on (SRM or DCTR) filter kernels
used in traditional steganalysis that have fixed (man-
ually defined) parameters and do not participate in
the adaptive learning process. In contrast, for fully-
learning-based steganalysis, the pre-processing layer
participates in the learning process so the param-
eters are learned from the training set, too. Semi-
learning-based steganalysis can be seen as a middle
ground between more traditional steganalysis and
fully learning-based steganalysis, which helps make
them more efficient. Performance wise, more recently

proposed semi-learning-based steganalytic schemes
have also achieved a comparable detection accuracy
to fully-learning-based schemes. In addition to hav-
ing a slower training process, fully-learning-based
schemes also have a higher risk of over-fitting so
their generalisability can be a problem. One par-
ticular scheme (SRNet [1]) seems to have a bet-
ter level of generalisability across different datasets
and resistance against adversarial samples (at the
cost of being the slowest among all schemes). In
terms of the detection accuracy, the best perform-
ing one reviewed in the paper is Zhu-Net [20] with a
false detection rate of 15.3%, but two semi-learning-
based schemes have a very close performance (ReST-
Net [6] with 16% and VNet [2] with 16.9%) with
a roughly halved training time. Figure 5 shows the
timeline of main DL-based steganalytic schemes re-
viewed in this paper. In addition to a general re-
view of all DL-based steganalysis schemes, the au-
thors also looked at some recent research investigat-
ing subtle relationships between steganalysis and ad-
versarial samples. On the one hand, some adversarial
attacks have been proposed to reduce the detection
accuracy of some steganalytic methods, while on the
other hand, some researchers have also proposed to
use steganalysis to detect adversarial samples. Based
on observed problems of existing schemes, the au-
thors also proposed some future research directions
in DL-based steganalysis: 1) end-to-end, fully au-
tomated schemes with no human intervention; 2)
speeding up the training process; 3) learning based
on small datasets; and 4) fusing multiple models.

Editorial Comments

This paper also contains a concise but still
informative section on general background of
steganalysis including commonly used perfor-
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Figure 6: The structure of the DGANS steganographic model proposed by Zhu (竺乐庆) et al. [22].

mance metrics and databases (Section 1).

Hiding in Traditional Media

Zhu (竺乐庆) et al. [22] proposed a new high-
capacity (up to the level of 8 bpp (bits per pixel))
image steganographic model called DGANS (double-
GAN-based steganography), which is based on two
GANs (generative adversarial networks), one at the
encoder side for improving security and the other
at the decoder side for improving robustness. Fig-
ure 6 shows the overall structure of the DGANS
model. An encoder-decoder network based on the
Inception model is used for embedding a gray-scale
hidden image into the Y channel of a colour cover
image in the YUV colour space. The first security-
oriented GAN uses the generative network to pro-
duce candidate stego images and the discriminative
network as a simulated steganalytic component. The
second robustness-oriented GAN uses the genera-
tive network to extract the hidden image and the
discriminative network to find how to enhance the
system’s robustness. The authors also proposed to
use an enhanced dataset with geometric transforma-
tions (translation, rotation, and scaling) for an addi-

tional training process of the second GAN to further
enhance the system’s robustness against geometric
transformations. They conducted experiments using
the PASCAL VOC2012 dataset with 11,540 training
images (containing 50% stego images) and 5,000 test
images. Compared with two state-of-the-art high-
capacity methods proposed in [14, 19], the experi-
mental results showed that the model proposed in
this paper achieved a comparable performance in
security, but better robustness against geometric
transformation (significantly so for all three types
of transformations).

Editorial Comments

This paper does not make it clear if the 5,000
test images were not overlapping with the
training set. The authors did not use cross-
validation so the results may be less reli-
able. In addition, for the security, the authors
used SSIM values and six visual examples to
demonstrate the DGANS model performed
similar to competing methods. They also com-
pared the AUC (area under curve) of the ROC
(receiver operating characteristic) curve with
one competing method (S-UNIWARD). We
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Figure 7: Structure of reference image generation network for JPEG image deep learning steganalysis model
proposed by Ren (任魏翔) et al. [11].

felt more evidence could be produced to sup-
port the comparison.

Li (李林聪) et al. [7] proposed a video steganog-
raphy method based on embedding the hidden mes-
sage as non-additive information into motion vectors
of the encoded cover video. The non-additive embed-
ding is achieved by modelling the probability of each
motion vector being modified for embedding (from
a joint model of possible modifications to all motion
vectors) and then splitting each probability into the
horizontal and vertical directions in a non-additive
manner. The overall embedding process includes
three steps: defining distortion, embedding the hid-
den message, and re-encoding the video. The experi-
ments were done using 15 widely used YUV video
sequences (format: 4:2:0, CIF). The performance
was tested against that of four state-of-the-art mo-
tion vector modification based video steganographic
schemes, using three representative video stegana-
lytic methods. The experimental results showed that
the proposed method showed a higher level of secu-
rity than other four methods under different embed-
ding ratios. The proposed method was also able to
produce stego images with (slightly) higher visual
quality measured using PSNR as the metric. In ad-
dition, the proposed method led to less expansion of
the size of the stego video than the four other meth-
ods, often with a significant margin. While being
able to outperform other methods, their experimen-
tal results also showed that there was no additional
computational complexity.

Editorial Comments

The method proposed looks to offer only mer-
its without any obvious disadvantages, so if
the results can be reproduced, the method
can be a good benchmark for any future mo-
tion vector modification based video stegano-
graphic method. The experimental results are
based on only 15 videos, so more evidence may
be needed to consolidate the conclusions in
the paper.

Reference Image 

Generation Network 

Steganalysis 

Model 

Reference 

Image 

Figure 9: The generation and use of reference images
in steganalysis (Figure 3 in [11].

Ren (任魏翔) et al. [11] explored how to fur-
ther improve the detection ability of JPEG im-
age steganalytic models based on more informa-
tive generative reference images. The method fol-
lows the general structure of reference image based
steganalysis, as shown in Figure 9. Here, the ref-
erence images are used to help the steganalytic
model to extract more useful information about a
stego image by comparing it with reference images.
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Figure 8: The blockchain-based data hiding method using dynamically generated addresses proposed by
Si (司成祥) et al. [12].

The reference image generation network proposed
in the paper is based on a CNN with 8 convolu-
tional layers (all following the same structure shown
as GT1) and 8 deconvolutional layers (all follow-
ing the same structure shown as GT2). Each ba-
sic (de)convolutional layer (GT1 or GT2) includes
a standard (de)convolutional layer, a batch normal-
isation (BN) layer and a LReLu activation layer. To
suppress gradient disappearance, a skip connection
is added between each pair of the convolutional layer
and the deconvolutional layer at the corresponding
symmetric position of the whole model. A visual rep-
resentation of the model’s structure can be seen in
Figure 7. The authors proposed two ways to train the
reference image generation model – the pre-training
mode based on mean square error, and a “together”
training mode where the training has the stegana-
lytic model in the loop. The experiments were con-
ducted using 10,000 images in the BOSSbase v1.01
dataset (http://dde.binghamton.edu/download/
ImageDB/BOSSbase_1.01.zip), which were pro-
cessed to obtain 50,000 cover images (the original
images plus four sub-images extracted from differ-
ent regions). The 50,000 cover images and the same
number of stego images were split into 80,000 for
the training set, 10,000 for the validation set, and
10,000 for the testing set. J-Xunet [17] was used as
the base-line steganalytic model to see if adding ref-
erence images generated using the proposed method
can improve the detection accuracy. The results are

largely positive, and the proposed model was able to
improve the detection ability by up to 6%.

Editorial Comments

Reference images are widely used in steganal-
ysis to expose remaining information of cov-
ers to discover key differences between stego
images and cover images. This reported work
therefore can be applied to any steganalytic
method where reference images are used.

Hiding in Blockchain

Si (司成祥) et al. [12] proposed the use of dy-
namically generated addresses as a new information
carrier to facilitate data hiding in blockchains, rather
than hiding data in transactions of static addresses
as what other traditional methods do. The genera-
tion of such dynamic addresses follows a pre-agreed
mechanism between the sender and the receiver, and
the security aim is to make the generated addresses
look indistinguishable from other normal addresses
from the eyes of other users of the blockchain sys-
tem. Once the sender identifies such an information-
carrying address, he/she can extract messages hid-
den in relevant transactions associated with the ad-
dress. The main advantage of the proposed scheme
is a clear separation of the information-carrying ad-
dresses and the actual transaction data, therefore
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helping reduce the exposure risk of the information-
carrying addresses to adversaries. The general pro-
cedure of the proposed data hiding scheme is shown
in Figure 8. The authors used HMAC as an exam-
ple mechanism to demonstrate the proposed method,
where the key and other information are shared
between the sender and the receiver outside the
blockchain data structure. The method was tested
using the public Bitcoin network to verify its real
world performance, showing it is effective and effi-
cient.

Editorial Comments

Information hiding in blockchain has been
used by many users and some tools (e.g.,
Apertus available at http://apertus.io/)
have appeared to allow anyone to upload data
to different blockchain networks. Many meth-
ods are not for security purposes, so research
on using this new channel for steganography
is still limited.
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